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Chapter 1

Introduction

Quasicrystals are non-periodic solids that nevertheless exhibit long-range positional and
orientational order. They can possess rotational point symmetries, such as five- or ten-
fold rotational axes, that are not allowed in periodic crystals. Since their discovery [1]
quasicrystals have caused much fascination, mainly because our understanding of what
crystals are has had to change. Besides the non-crystallographic rotational symmetry,
quasicrystals also show other physical properties that cannot exist in periodic crystals.
Phasons, for example, are correlated global rearrangements of atoms that, like phonons,
are hydrodynamic modes since they do not increase the free energy in the long-wavelength
limit [2, 3]. Their different features are still a main topic and intensively discussed in the
field [4]. In recent years, increasing research activities have been directed towards the
question of how atoms order and move on quasicrystalline surfaces [5–19]. The goal of
such studies is to understand and control the growth of quasicrystals and their exceptional
material properties.

Colloidal suspensions are dispersions of micron-sized particles in a fluid. They are a well-
known model system for statistical physics and for mimicking atomic systems. If subjected
to a laser field, colloids are forced towards the region of highest laser intensity. Therefore a
modulated light field can be used as an external potential acting on the particles. Unlike in
atomic systems, the interactions between the colloids can be fine-tuned and by using video
microscopy, the positions and movements of the particles can be observed in experiment.
Leaving aside chemical details, colloidal suspensions in laser fields are therefore a very
attractive system to study structural features of particle adsorbates on substrates.

In this work, we study the dynamics and the ordering of particles on quasicrystalline
substrates. Using different simulation techniques, like Monte-Carlo or Brownian dynam-
ics algorithms, as well as analytical theories, we determine the phase behavior and the
motion of colloids confined to two dimensions in laser fields with one- or two-dimensional
quasicrystalline symmetry. The one-dimensional potential is a sum of two incommensu-
rable modulations in one direction and is constant in the other. The two-dimensional light
field can be realized as the interference pattern of five laser beams and therefore exhibits
decagonal symmetry (see figure 1.1).
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Figure 1.1: (a) Experimental realization of a laser intensity field with decagonal symmetry. Photo and
experiment by J. Mikhael [20]. (b) Theoretically calculated grey-sale representation of the decagonal
interference pattern of five laser beams. White parts indicate a high laser intensity corresponding to
minima of the potential. The bar in the upper right corner marks the wave length aV = 2π/|Gj | associated
with the modulation vector Gj (see section 3.3).

The phase behavior of two dimensional systems, such as atomic monolayers on a surface,
is known to be unique. Without an external potential, melting occurs in a two stage
process due to the dissociation of different types of defects [21–27]. An external one or
two-dimensional potential, if commensurable to the colloidal lattice structure, can stabilize
or even induce triangular ordering [28], resulting in interesting non-trivial phase diagrams
[29–32].

For colloidal particles in very weak quasicrystalline potentials, we find a triangular or
a liquid phase depending on the two-particle interaction strength and the density. For
very strong laser intensity, the system orders with the same symmetry as the substrate.
However, when the strengths of the colloidal interaction and the substrate potential are
comparable, we find interesting and unexpected new phases. The dynamics of particles
in quasicrystalline potentials also reveals surprising phenomena, such as a frustrated non-
periodic solid phase in the one-dimensional potential or a crossover from a subdiffusive
regime at intermediate times to asymptotic diffusion for a single Brownian particle in the
decagonal laser field.

Another advantage of considering colloidal suspensions in laser fields as a model system
for particles in quasicrystalline potentials is that phasonic displacements, gradients, or
drifts can easily be studied. We demonstrate how phasonic rearrangements can be induced
by the laser field and how the motion of a single Brownian particle in a decagonal potential
is affected by a phasonic drift.
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This work is organized as follows: In chapter 2, we shortly introduce colloidal suspen-
sions and demonstrate how light fields can be used to manipulate the particles. Chapter
3 gives an overview over history, properties, and construction methods of quasicrystals.
Furthermore, we explain in detail how we determine the decagonal potential and introduce
the phasonic degrees of freedom. We also shortly introduce examples of systems with in-
duced decagonal symmetry, such as adatoms on the surface of quasicrystals. In chapter 4,
the simulation techniques and their details are presented. We briefly summarize the most
important theories of melting in two dimensions without any external potential in chapter
5. In chapter 6, colloidal suspensions in one dimensional laser fields are discussed. First,
previous works and their results for periodic modulations are shortly introduced, then we
present our results for the phase behavior and dynamics of colloids in a one-dimensional
quasicrystalline potential. In chapter 7, the ordering in two-dimensional decagonal laser
fields is analyzed, along with examples of induced phasonic rearrangements. In chapter 8,
we study the dynamics of a single Brownian particle in a decagonal potential without or
with phasonic drift. We also show how such a system can be used as a model system to
study non-equilibrium path-ensemble averages. Finally, we conclude in chapter 9.
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Chapter 2

Optical Matter

Colloids are widely used as a model system in statistical physics and often laser beams
are employed to manipulate them. For example, colloidal ordering can be induced by
modulated laser fields, which is called optical matter [33]. In this chapter, we first describe
the properties of a charge-stabilized colloidal suspension and then explain how one can
manipulate micron-sized particles with laser beams. Finally, we present some previous
works done with 2D colloidal systems in laser fields.

2.1 Charge-stabilized colloidal suspensions

Colloidal systems consist of small particles dispersed in a continuous solution. Usually,
colloids are about 0.01 to 10µm in diameter and therefore can show pronounced Brownian
motion. Typical examples are solid particles in a liquid or gas, like paint or smoke, and
drops dispersed in liquids or air as in milk or fog. Sometimes, air bubbles in liquids or
solids, i.e., aqueous or solid foams, and even liquid or solid particles in solids, e.g., gelatin or
glass mixtures, are also called colloidal systems. Here we consider spherical solid particles,
usually consisting of plastic material (e.g., polystyrene) or glass, in a liquid solvent. Due
to the attractive van der Waals interaction such colloids stick together and form clusters.
To prevent aggregation and to stabilize the colloidal suspension, usually one of the two fol-
lowing mechanisms is chosen: In a sterically stabilized suspension surfactants or polymers
are added. They adhere to the surface of the colloids and keep them at a large distance,
where van der Waals interactions are small. As a consequence, clustering is prevented. In
a charge-stabilized suspension, as we consider here, the colloids are charged and the sign of
the charge is the same for all colloids. Therefore, there is a repulsive interaction caused by
the Coulomb forces. Due to counter ions in the solvent that accumulate around a colloidal
particle, the interaction is screened. It is given by the pair potential φ(r) according to the
DLVO-theory [34,35], named after Derjaguin, Landau, Verwey, and Overbeek:

φ(r) =
(Z∗e)2

4πε0εr

(
eκR

1 + κR

)2
e−κr

r
, (2.1)
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Figure 2.1: Colloidal particle in a laser beam with Gaussian intensity profile. The refraction of the light
rays (full lines) lead to forces pointing in forward and outward direction. A small part of the rays is
reflected (dashed lines). Because the rays closer to the beam center line are stronger, the total force acts
in forward direction and towards the beam center line.

where r is the distance between two interacting colloids, R the radius of a colloid, Z∗ its
effective surface charge, εr the dielectric constant of water, and κ the inverse Debye screen-
ing length. Note that in our simulations we also do not allow the colloids to overlap, which
corresponds to an additional excluded-volume interaction as for hard spheres. However,
the mean particle distance and the screening length are usually much larger than the radius
and therefore the excluded-volume interaction does not play an important role.

2.2 Optical tweezing

Inducing ordering in colloidal suspensions by modulated laser fields is based on the same
phenomenon that is also responsible for optical tweezing, which is a widely used technique
to manipulate micron-sized particles [36–38], but also viruses or bacteria [39], by laser
beams. We therefore shortly introduce the principle of the optical tweezing effect and then
explain how colloids are affected by laser fields.

We consider a colloidal particle in a laser beam with Gaussian intensity profile (see
figure 2.1). Assuming that the refraction index of a colloid is higher than the one of the
surrounding, light rays are refracted towards the center of the colloid. The deflections of
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the rays lead to forces in outward forward direction (see forces FD,11, FD,12, FD,21, and
FD,22 in figure 2.1). A small part of the rays is reflected at each interface leading to
small additional forces mainly in forward direction (FR,11, FR,12, FR,21, and FR,22). If the
colloidal particle is displaced out of the center of the beam, the forces acting on the side
closer to the beam center line, i.e., FD,11, FD,12, FR,11, and FR,12, are much larger than
those on the outside of the beam (FD,21, FD,22, FR,21, and FR,22). Therefore, the resulting
total force Ftot acts in forward direction and towards the beam center, i.e., the colloid is
forced back into the region of highest intensity. As a consequence, a laser beam can be
used to trap and move around particles.

An alternative explanation of the optical tweezing phenomenon considers the energy of
a dielectric particle in an electric field. Because the colloid has a higher dielectric constant
than the surrounding medium, the free energy can be lowered by moving the particle into
regions with a higher electric field, i.e., towards a higher laser intensity.

In an optical tweezer, the force is approximately proportional to the gradient of the laser
intensity and is directed towards the highest intensities. Therefore, a colloid confined to a
plane perpendicular to the beam can be considered to be in a potential that is proportional
to the intensity of the light field, i.e., a particle in a Gaussian laser beam experiences a
Gaussian potential. Correspondingly, a modulated laser field affects a two-dimensional
colloidal suspension: The particles are forced towards the brightest spots of the laser
pattern, which act as minima of a potential realized by the light-intensity distribution.

2.3 Previous works with colloids in laser fields

As shown in the previous subsection, modulated laser fields act as external potentials for
colloidal suspensions. Such a set-up is widely used as a model system in statistical physics
to study ordering or dynamics in external potentials (for a recent overview, see e.g. [40]).
Here we present some examples of previous works with such systems.

External potentials consisting of periodic arrays of minima or pinning locations were
studied experimentally [41,42] and with Brownian dynamics simulations [43,44]. A special
example of a periodic potential is the one with triangular symmetry that can be realized
as interference pattern of three laser beams (see also section 3.3). In a triangular potential,
interesting new phases were observed, especially for the cases where two or more colloids
populate each potential minimum [42–44]. For a pair of particles, called dimer, or three
colloids per pinning location, termed trimer, the phase diagram was also determined an-
alytically [45, 46] by mapping the problem onto a 3-state Potts model or other Ising-like
theories.

A simple one-dimensional periodic potential can already lead to a surprising phase
behavior. It first induces triangular ordering in a colloidal suspension if the colloidal
density is chosen appropriately. Then, for increasing potential strength and appropriate
colloidal interactions, the triangular phase melts again. We discuss this so-called laser-
induced freezing and reentrant melting in section 6.1.
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Studies of the dynamics of particles in external potentials revealed interesting new
phenomena: If, for example, an ordered colloidal structure is dragged with a constant
force over a triangular periodic potential, prefered directions for the colloidal motion exist
and above a threshold velocity the ordering of the floating particles is destroyed [47–50].

Furthermore, laser fields can also be used to geometrically confine a system. To study
particles moving in channels, lines of high laser intensity or circles of a fast rotating beam
are employed. Such systems were, e.g., applied to explore single-file diffusion [51–53] (see
also section 6.4), colloidal drift velocities and diffusion constants in tilted one dimensional
periodic potentials [54,55], or hydrodynamic interactions between colloids [56].

Note, there are many other examples where colloidal systems are applied. They are,
e.g., used to study melting and elastic properties in two dimensions (see section 5.3),
ordering of binary mixtures (e.g. [57–63]), crystallization processes [64–69], glass phases
and glassy dynamics [70–76], and micro-rheology [77–81, E]. Furthermore, collective phe-
nomena such as the behavior in shear flows [82–89] and lane formation [90–94] are ex-
plored. Experimentally, colloidal suspension are an interesting system to study multi-
ple scattering of light [95–100] or to measure very small interactions such as depletion
forces [101–104]. Other particle interactions and their properties are also investigated, for
example, three-particle interactions and derivations from central forces [105–110] or hydro-
dynamic interactions (e.g. [56, 111–113], even artificial swimmers can be constructed with
colloids [114,115]).
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Chapter 3

Quasicrystals and decagonal laser
fields

A well-known result of crystallography states that periodic lattices are only compatible
with 1, 2, 3, 4 or 6-fold rotational symmetry. Quasicrystals possess a perfect long-range
positional order but nevertheless they are not periodic, i.e., it is not possible to obtain
the same structure after any translation of the system. As a consequence, other rotational
symmetries with, e.g., five-, eight-, or ten-fold axes are allowed. In addition, quasicrystals
have also other unique properties, such as the so-called phasons, which correspond to
special atomic rearrangements that do not change free energy. This chapter gives an
overview over the most important properties of quasicrystals and of modulated laser fields
with quasicrystalline symmetry, which we use in this work.

Section 3.1 is a brief summary of the history of quasicrystals, their construction meth-
ods, and their classification. In section 3.2, we present some properties of the number of
the golden ratio, because it is an important and interesting number often found in pentag-
onal and decagonal patterns. Quasicrystalline laser fields are described in detail in section
3.3. In section 3.4, the hydrodynamic modes of a quasicrystal are discussed, especially the
so-called phasons, which do not exist in periodic crystals. Finally, in section 3.5, we discuss
systems, where a quasicrystalline symmetry is induced by a substrate or another external
potential. Examples are thin films on surfaces of quasicrystals or atomic clouds in optical
traps with quasicrystalline symmetry.

3.1 A brief introduction to quasicrystals

3.1.1 History

Recently, it was reported that non-periodic, quasicrystalline tilings were used in Islamic
architecture a long time before they were discovered in the west [116]: Starting around
1200 AD some complex, but still periodic patterns were created using non-trivial tiles
leading to very large unit cells. Later, in the 15th century, a nearly perfect quasicrystalline
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tiling, corresponding to the one later constructed by Penrose, was used as decoration on
the Darb-i Imam shrine in Isfahan, Iran. In the west, during the first half of the 19th

century, a standard classification of crystals was developed. It seemed natural that every
two-dimensional structure with long-range order has to be periodic. Then, only 1, 2, 3, 4,
or 6-fold rotational symmetries are possible [117]. An aperiodic tiling was still considered
to be impossible in the early 1960s [118]. However, in 1966 Berger published a proof
that aperiodic 2D-tilings exist [119], i.e., tilings without a translational symmetry but a
perfect long-range order. He explicitly invented a tiling that is constructed out of a set
of 20426 elementary tiles. A few years later aperiodic tilings consisting of just six tiles
were found [120]. The most famous aperiodic tiling of the plane was presented by Penrose
in 1974 [121]. This so called Penrose tiling can be constructed by using two elementary
tiles (see also section 3.1.2). It has a five-fold rotational symmetry but no translational
symmetry. Other aperiodic tilings were discovered in the following years (see also section
3.1.2), however, they seemed to be only of interest as theoretical models in mathematics.
This changed in 1984 when Shechtman et. al. [1] published the observation of sharp ten-
fold symmetric Bragg peaks in small metallic grains, which form in fast cooled alloys
of Al with 14 at.% Mn. Shortly later, Levine and Steinhardt proposed that this is due
to a quasicrystalline ordering without any translational symmetry [122]. Today, many
quasicrystals with different point symmetries are known. Some quasicrystals are aperiodic
in all three directions of space, for example the icosahedral Al-Mn grains in [1], others are
periodic stacks of 8-, 10- or 12-fold symmetric two-dimensional quasicrystalline structures.
Quasicrystals are not only observed in metallic alloys but they can even be constructed,
e.g., with macromolecules [123].

The interest in quasicrystals is not only due to their non-crystallographic rotational
symmetry, they also have many new properties that can probably lead to new applications
in material science (cf. [124]). Because of the aperiodicity it was not obvious, whether
quasicrystals are closer to amorphous or to crystalline materials. The material properties
of quasicrystals turned out to be unique. For example, quasicrystals have an electronic
band structure which contains a special pseudo-gap [125–127] leading to characteristic
conductance properties [128,129]. The mechanical properties are also very interesting: At
low temperatures they are often very brittle [130, 131], whereas they become ductile at
higher temperatures [132]. In recent time, there has been much research activity in the
field of photonics and photonic crystals. The idea is to build components similar to elec-
tronic semiconductor devices such as transistors working with photons instead of electrons.
Similar to the electronic band structure, an optical band structure can be calculated for
crystals [133]. Quasicrystals have a very special optical band structure [134–136] with
properties that may be used to construct photonic devices.

One of the most fascinating new properties of a quasicrystal is the larger number
of independent hydrodynamic modes. Aside from phonons, which also exist in normal
crystals, there are additional modes in quasicrystals called phasons. These new modes
are important for elastic properties, the brittleness at low temperatures, and the melting
behavior of quasicrystals. Phonons and phasons will be introduced in more detail in section
3.4.



3.1. A brief introduction to quasicrystals 15

Figure 3.1: Penrose tiling.

3.1.2 Tilings

In this and the next subsection we discuss common methods to construct quasicrystalline
patterns. Probably the most famous quasicrystalline pattern is the Penrose tiling [121]
shown in figure 3.1. It has a 5-fold rotational symmetry and perfect long-range order.
The Penrose pattern can be constructed by using four triangular elementary tiles [see
figure 3.2(a)]. It is not allowed to combine the tiles in an arbitrary way. There are some
matching rules which have to be obeyed. One possibility to implement such rules is to
mark the edges of the triangles with arrows. Edges in contact must always have the same
number of arrows pointing into the same direction [137, 138]. Other elementary tiles for
building up Penrose pattern are shown in figures 3.2(b) and (c).

There are a lot of other quasicrystalline patterns that are usually assembled with tiles.
Two examples are presented in figure 3.3. However, the matching rules usually are much
more complicated than those for the Penrose tiling (see e.g. [139–141]).

Often tilings are also constructed by the so-called deflation method [121], which uses the
self-similarity of the patterns. In each step of the deflation process every tile is replaced by
a set of smaller tiles that cover the same area. This can be done in a way that the matching
rules are obeyed. Therefore, after a few steps of deflation, a perfect quasicrystalline tiling
covers the original starting tile.
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Figure 3.2: (a) Tiles of the Penrose pattern. The arrows on the edges symbolize matching rules. If two
triangles are put together, the edges at contact must have the same number of arrows pointing into the
same direction. The triangles can also be combined to (b) two rhombic tiles or (c) a kite and a dart tile,
which serve as alternative elementary tiles for constructing a Penrose pattern.

(a) (b)

Figure 3.3: Other examples of quasicrystalline tilings: (a) decagonal Tübingen tiling, (b) octagonal Am-
mann tiling.
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Figure 3.4: Projection of a two-dimensional square lattice on a line with slope 1/τ . The limiting, dashed
lines of the acceptance region are defined by two vertices of the unit cell. The resulting one-dimensional
sequence of small (S) and long (L) distances corresponds to the Fibonacci chain.

3.1.3 Projection methods

Two-dimensional quasicrystalline patterns can also be constructed by projecting a higher
dimensional periodic lattice onto a plane. The Penrose tiling for example can be achieved by
projecting a five-dimensional cubic structure onto a two-dimensional plane [137,138,142].

Here we shortly demonstrate the projection method for constructing a one-dimensional
quasicrystal by starting with a two-dimensional square lattice and projecting the lattice
points onto a line. The projection formalism works as follows: All points of the square
lattice which are within some acceptance region are projected onto the line. If the slope
of the line is an irrational number, the projected points form a non-periodic lattice, which
nevertheless has a perfect long-range ordering and therefore is a quasicrystal. In the ex-
ample shown in figure 3.4 we choose the slope 1/τ where τ = (1 +

√
5)/2 is the number

of the golden ratio (see section 3.2). The limiting lines of the acceptance region are de-
fined by the unit cell of the square lattice in a way, that only one of the two outermost
particles is accepted for the projection (see figure 3.4). The resulting quasicrystal corre-
sponds to the so-called Fibonacci chain. A Fibonacci chain is a series of two elements L
and S, here representing long and short distances between the points of the quasicrystal.
The Fibonacci chain can also be constructed by starting a sequence with L and then re-
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Figure 3.5: Reciprocal lattice vectors of a decagonal quasicrystal. Note that the negative vectors often are
also considered as part of an elementary star of vectors describing the lattice. For the quasicrystalline laser
field described in section 3.3, the vectors shown here correspond to the wave vectors of the laser beams
projected into the sample plain.

peating the following replacements: L → LS and S → L. The steps towards a longer
Fibonacci chain therefore are: L, LS, LSL, LSLLS, LSLLSLSL, LSLLSLSLLSLLS,
LSLLSLSLLSLLSLSLLSLSL etc. The probability to find the element L at a certain
position in such a chain is calculated in section 3.2.

In another construction method, patterns of parallel lines are drawn in each symmetry
direction, e.g., five sets of parallel lines. The vortices of, e.g., a decagonal pattern then are
located at positions close to certain line intersections [137,138,143].

3.1.4 Classification of quasicrystals

One way to group quasicrystals is to consider them as projection of a higher-dimensional
lattice as introduced in the previous subsection. Using the classification for such regular
crystals and describing the method of projection directly gives a method to characterize
quasicrystals (see e.g. [139,144]).

Another possibility is to look at the Fourier representation of a quasicrystal [145,146].
The mass density ρ(r) can be written in terms of the Fourier coefficients ρG according to

ρ(r) =
∑
G

ρG exp (iG · r) , (3.1)

where the sum is over all reciprocal lattice vectors G. For an ordered structure, it is usually
sufficient to consider a small set of vectors G such that their linear combinations generate
the complete set of reciprocal lattice vectors. A set of vectors G that reflects the rotational
symmetry of the reciprocal lattice forms a star (see e.g. figure 3.5). Note that with a vector
G also its negative belongs to the reciprocal lattice. As a consequence, reciprocal lattices
always display rotational symmetries with m-fold axes where m is even. However, the the
corresponding quasicrystal in real space posses either a m- or m/2-fold symmetry axis.
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1+τ

τ1

Figure 3.6: A division according to the golden ratio. The ratio of length of the complete line and the
length of the longer segment equals the ratio of the lengths of the long and the short segment.

For a quasicrystal the points of the reciprocal lattice lie dense in the reciprocal space.
For example, for any given point in the plane a linear combination of the five lattice vectors
shown in figure 3.5 exists that describes a point at an arbitrary small distance. Bragg peaks
in experiment correspond to reciprocal lattice points. The intensities of these peaks are
given by |ρ(G)|2. As a consequence, the diffraction patterns contains spots of different
brightness and, therefore, displays the symmetry of the reciprocal lattice.

3.2 The number of the golden ratio

The number of the golden ratio τ is an important algebraic irrational number in mathe-
matics that also appears in arts and even in some biological systems (see e.g. [147]). It is
usually defined as the positive solution of the quadratic equation

τ 2 − τ − 1 = 0, (3.2)

i.e., it is

τ =
1 +

√
5

2
≈ 1.618. (3.3)

Dividing a line according to the golden ratio (see figure 3.6) means that the length of the
total line 1+τ divided by the length of the longer segment τ equals the length of the longer
segment τ divided by the length 1 of the shorter one:

1 + τ

τ
=
τ

1
, (3.4)

which corresponds to equation (3.2). An interesting consequence of such a way of dividing
a line is that the ratio of the shorter segment and the difference of the lengths of the
segments is again τ , since

1

τ − 1
= τ or

1

τ
= τ − 1 (3.5)

again corresponds to equation (3.2).
The number of the golden ratio can also be written as continued fraction

τ = 1 +
1

1 + 1
1+ 1

1+...

. (3.6)
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This implies

τ = 1 +
1

τ
(3.7)

or again equation (3.2). Another interesting formula uses a continued square root:

τ =

√
1 +

√
1 +

√
1 +

√
1 + ..., (3.8)

equivalent to the relation
τ =

√
1 + τ (3.9)

that also gives the positive solution of equation (3.2).
The golden ratio is related to the Fibonacci series, which is given by its first elements

F0 = 0 and F1 = 1 and the recurrence relation

Fn = Fn−2 + Fn−1 for n ≥ 2. (3.10)

Therefore, the first Fibonacci numbers are 0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233,
377 etc. An explicit formula for the Fibonacci numbers exists [148]

Fn =
τn − (−τ)−n

√
5

. (3.11)

It can be proven by induction: Equation (3.11) is valid for F0 and F1. Furthermore, if
Fn−2 and Fn−1 are given by (3.11), one finds

Fn = Fn−2 + Fn−1 =
τn−2 − (−τ)−n+2

√
5

+
τn−1 − (−τ)−n+1

√
5

=
τn−2 + τn−1 − (−τ)−n+2 − (−τ)−n+1

√
5

=
τn−1

(
1
τ

+ 1
)
− (−τ)−n+1 (−τ + 1)
√

5

=
τn − (−τ)−n

√
5

, (3.12)

where τ = 1/τ + 1 or 1/τ = 1 − τ was used. Now, the golden ratio is the ratio of two
successive Fibonacci numbers in the limit n→∞, i.e.,

τ = lim
n→∞

Fn

Fn−1

, (3.13)

which follows from (3.11):

lim
n→∞

Fn

Fn−1

= lim
n→∞

τn − (−τ)−n

τn−1 − (−τ)−n+1
= lim

n→∞

τn

τn−1
= τ, (3.14)
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Figure 3.7: (a) In a regular pentagon with edges of length 1, the indicated line has length τ . In addition,
h2/h1 = τ . (b) Illustration of the proof as described in the text.

using limn→∞ τ−n = 0. We will employ the approximation of the golden ratio by the ratio
of two successive Fibonacci numbers to implement the periodic boundary conditions in our
simulations (see section 4.3).

The golden ratio is connected to the Fibonacci chain that consists of elements L and
S and is constructed by repeating the replacement rules L→ LS and S → L (see section
3.1.3). In an infinite Fibonacci chain, the probability p∞(L) to find L at a certain position
is connected to the probability p∞(S) to find S via

p∞(L)

p∞(S)
= τ. (3.15)

This can be shown as follows: The probability pn(L) to find L after n iterations of the
replacement rules is given by the probabilities pn−1(L) and pn−1(S) = 1− pn−1(L) to find
L or S after n− 1 iterations by

pn(L) =
pn−1(S) + pn−1(L)

pn−1(S) + 2pn−1(L)
=

1

1 + pn−1(L)
. (3.16)

Equation (3.16) follows directly from the replacement rules. In the limit n→∞,

p∞(L) =
1

1 + p∞(L)
(3.17)

and therefore

p∞(L) =

√
5− 1

2
= τ − 1, (3.18)

which with p∞(S) = 1− p∞(L) leads to (3.15).
The golden ratio is also important in pentagons: As illustrated in figure 3.7(a), in a

regular pentagon, where the length of the edges is 1, the length of a line parallel to one
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edge and connecting two vertices of the pentagon is τ . The ratio of the total height h2 to
the partial height h1 is also given by the golden ratio [see figure 3.7(a) for the definition
of h1 and h2]. To proof these properties, we use the geometric relations indicated in figure
3.7(b) and the intercept theorem and find

τ − 1 + 1

1
=

1

τ − 1
. (3.19)

This corresponds to equation (3.2), i.e., τ given in the pentagon is indeed the number of
the golden ratio. Furthermore, the intercept theorem gives

h2

h1

=
1

τ − 1
= τ, (3.20)

where we used τ − 1 = 1/τ .
The relations for the lengths in a pentagon give us the opportunity to express τ in

terms of trigonometric functions. We find [see figure 3.7(b)]

τ =
1

2 cos (2π/5)
= 2 cos (π/5) (3.21)

and τ =
h1

h2 − h1

=
sin (2π/5)

sin (π/5)
. (3.22)

Equations (3.21) and (3.22) will often be used throughout this work.

3.3 Quasicrystalline laser fields

In this section we introduce methods to obtain laser fields with quasicrystalline symmetry.
First, we present different types of patterns that can be produced by varying the number
of laser beams or the polarization. In subsection 3.3.2 we introduce the potential we use
in this work. For such a potential the distribution of the depths of the minima is shown
in subsection 3.3.3 and finally in subsection 3.3.4 the number and distance of nearest
neighbors for the positions of the minima are determined. The results of subsections 3.3.3
and 3.3.4 are needed for the random trap model that we develop in section 8.3 to describe
the Brownian motion in a decagonal potential.

3.3.1 Zoo of possible interference patterns

To obtain a quasicrystalline laser field in an experiment, a laser beam is split up in n beams
of equal strength. The beams are arranged along the n edges of a prism that is made of a
perfect n-sided polygonal base. Finally, the beams are focused onto the sample containing
the colloidal suspension (see figure 3.8 as an example for five beams). In the plane of
the sample, which in the following will be termed the xy-plane, the beams interfere and
form a crystalline or quasicrystalline interference pattern of m-fold rotational symmetry,
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Figure 3.8: Five laser beams arranged symmetrically around the vertical axis are focused onto the sample.
The polarization vectors are given by the angle ψ, which is measured between the direction of polarization
and the vector pointing outward in radial direction. The opening angle θ is the angle between a beam and
the symmetry axis.

where m = n if the number of beams n is even and m = 2n if n is odd. In theory, the
intensity field in the xy-plane can be calculated by summing up the electric fields of all
beams, taking the square of the total electric field to get the intensity, and averaging over
one period of the pattern that oscillates with the circular frequency ω of the light. The
corresponding potential then is (see also e.g. [149]):

V (r) ∝ −
∫ T

0

dt

{
n−1∑
j=0

Ej cos [Gj · r + ϕj + ωt]

}2

= −
∫ T

0

dt
n−1∑
j=0

n−1∑
k=0

Ej · Ek cos [Gj · r + ϕj + ωt] cos [Gk · r + ϕk + ωt]

∝ −
∫ T

0

dt

n−1∑
j=0

n−1∑
k=0

Ej · Ek {cos [(Gk −Gj) · r + ϕk − ϕj]

+ cos [(Gk + Gj) · r + ϕk + ϕj + 2ωt]}

∝ −
n−1∑
j=0

n−1∑
k=0

Ej · Ek cos [(Gk −Gj) · r + ϕk − ϕj] + const, (3.23)
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θ=π/2, ψ=π/6: θ=π/2, ψ=π/4: θ=π/2, ψ=π/3:(i)(h)(g)

(a) (b) (c)

(d) (e) (f)θ=π/3, ψ=π/6: θ=π/3, ψ=π/4: θ=π/3, ψ=π/3:

θ=π/4, ψ=π/3:θ=π/4, ψ=π/4:θ=π/4, ψ=π/6:

Figure 3.9: Intensity fields of five interfering laser beams calculated by equation (3.23) for different opening
angles θ and polarizations characterized by the angle ψ. The angles θ and ψ are explained in figure 3.8.
The phases ϕj are set to zero.The lengthscale is given by aV = 2π/ |Gj |, where Gj is a wave vector
projected onto the xy-plane.
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θ

Figure 3.10: For the standard decagonal laser field, the five laser beams all have the same polarization.
The opening angle θ between a beam and the symmetry axis is assumed to be small.

where Gj are the wave vectors projected onto the xy-plane (see figure 3.5) and r = (x, y) is
the position in the xy-plane. A beam has the time period T = 2π/ω, the phase ϕj, and the
electric field vector Ej. To really obtain a perfect rotational symmetry the polarizations
vectors Ej of the beams have to be chosen in a symmetric way (see e.g. figure 3.8). In
figure 3.9 examples of interference patterns that are obtained by five laser beams without
phase differences are shown for different polarizations and opening angles.

In an experiment, it is easier to realize a configuration, where all beams are polarized
in the same direction (see figure 3.10). For a finite opening angle θ > 0, the resulting
intensity pattern no longer has perfect rotational symmetry. However, in experiments, θ
usually is very small. Therefore, in the following we assume the limit θ → 0 in equation
(3.23) and find potentials with perfect rotational symmetry:

V (r) ∝ −
n−1∑
j=0

n−1∑
k=0

cos [(Gk −Gj) · r + ϕk − ϕj] . (3.24)

In figure 3.11 such intensity patterns for different numbers of beams with identical phases
are shown. Note, all patterns have a center of perfect rotational symmetry at (x, y) = (0, 0).



26 Chapter 3. Quasicrystals and decagonal laser fields

(c) 5 beams:(b) 4 beams:(a) 3 beams:

(f) 8 beams:(e) 7 beams:(d) 6 beams:

(i) 11 beams:(h) 10 beams:(g) 9 beams:

Figure 3.11: Interference patterns of different numbers of beams with identical polarization vectors and
phases ϕj calculated according to equation (3.24). The length scale is given by aV = 2π/ |Gj |, where Gj

is the projection of the wave vector of a laser beam onto the xy-plane.
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3.3.2 The standard decagonal potential

The decagonal standard potential is obtained by five laser beams with the same polarization
vectors as shown in figure 3.10 in the limit θ → 0 for the opening angle. Using (3.24), we
find

V (r) = −V0

25

4∑
j=0

4∑
k=0

cos [(Gk −Gj) · r + ϕk − ϕj] , (3.25)

where Gj are the five wave vectors projected onto the xy-plane as shown in figure 3.5 and
ϕj are the phases of the beams. The prefactor is chosen such that −V0 is the depth of the
deepest potential minimum.

Grey-scale representations as well as a three-dimensional plot of the landscape of the
potential energy are shown in figure 3.12. Some local structures repeatedly occur in the
potential. Examples are a deep minimum surrounded by a broad ring with almost ten-
fold rotational symmetry [see left-hand side of figure 3.12(a)] and weak minima forming
a pentagon surrounded by another pentagon of deeper minima [right-hand side of figure
3.12(a)]. Another striking feature of the potential are perfect lines of low intensity [cf.
black lines in figure 3.12(b)] that appear in five directions. If all phases ϕj are set to
zero, the decagonal intensity pattern possesses a center of perfect rotational symmetry at
x = y = 0. However, the potential contains a lot of points that are very similar to the
perfect symmetry center. Therefore, the uniqueness of the perfect center will be neglected
in the following. Furthermore, after certain translations of the intensity pattern, which will
be explained in detail in section 4.3.2, the potential is very similar to the original one. As a
consequence, the actual position where the simulation box of our numerical investigations
is placed within the potential does not affect the results.

In the following, we define the length scale aV of the potential with the help of the
projected wave vectors Gj of the laser beams according to aV = 2π/ |Gj|.

3.3.3 Distribution of depths of the minima

As can be seen in figure 3.12(c), the potential mainly consists of a pattern of wells. An
important function characterizing the decagonal laser field is the probability to find a well
of a certain depth. We therefore determine the probability density ρ(Vm) for a minimum to
have a potential value between −Vm and −Vm + dVm. The distribution is plotted in figure
3.13. In literature it is known that such distributions often are very complicated [150].
However, here we find a continuous distribution which, interestingly, for deep minima
behaves like V

−3/4
m . Furthermore, minima with depths below Vm/V0 < 0.24 do not exist

indicating that the potential mainly consists of quiet deep wells.

The depths distribution ρ(Vm) is obtained in a rectangular area of the potential by
analyzing all local minima. Because the potential is not periodic, the area has to be
chosen in a way, that it well represents the whole potential. We explain the method to
find such an area in section 4.3. We just note that we analyzed 24094 minima in the area
given by 0 ≤ x < 110aV and 0 ≤ y < 89aV / sin(2π/5).
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(a)

(c)

(b)

V/V0

Figure 3.12: Standard decagonal potential. The length scale is given by 2π/ |Gj |, where Gj is the projection
of the wave vector of a laser beam onto the xy-plane (see figure 3.5). All phases ϕj are set to zero.
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3.3.4 Nearest neighbors in the decagonal potential

We define nearest neighbors as particles connected with a bond in a Delaunay triangulation.
A Delaunay triangulation connects the vertices of a two-dimensional set of points such
that a circumcircle constructed through the three vertices of any triangle does not contain
any other point of the pattern. The Delaunay triangulation is unique if more than three
points never lie on a circle. Therefore, for random point patterns it usually gives a unique
description how to define nearest neighbors [151]. A Delaunay triangulation is the dual
pattern of a Voronoi diagram (also called Dirichlet tessellation), which consists of the
Wigner-Seitz cells around each of the points.

We construct the Delaunay triangulation using the program Triangle by J. R. Shewchuk
[152]. Using the same area for the decagonal potential as in the previous subsection, we
determine the mean values for the number of nearest neighbors z and their distance l and
find z = 5.85 and l = 0.73aV . Note that in a totally random point pattern the average
value of the number of nearest neighbors is always six [153]. Therefore, the pattern of
the positions of minima does not fully correspond to a random pattern but contains some
degenerations.

3.4 Phonons and Phasons

Besides phonons that are also known from usual crystals, in quasicrystals there also exist
so-called phasons, which we want to introduce in this section.
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Figure 3.14: Phasonic flip in a Penrose or Penrose-like quasicrystalline pattern.
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Figure 3.15: Phasonic rearrangement in a one-dimensional quasicrystal caused by a displacement of the
acceptance region. The points which are no longer in the acceptance region or just entered it are marked
by circles.

3.4.1 Phasons

Phasons are global rearrangements of atoms that do not change the free energy of the
quasicrystal in the limit of long wavelengths. They are unique to quasicrystals and still
a main topic in recent discussions [4]. Phasonic fluctuations were already observed in
experiments, e.g., [154,155].

There are different ways phasons can be defined. First, in a quasicrystalline pattern
given by a tiling, a phasonic rearrangement corresponds to locally changing some tiles as,
e.g., shown in figure 3.14. Such a rearrangement often is called phasonic flip. Note that the
new configuration may violate some of the matching rules. Examples of works in literature
using phasonic flips in tiling models are [131,156–158].

Second, since quasicrystals can be constructed via the projection of a higher dimensional
regular lattice (see section 3.1.3), a uniform phasonic shift corresponds to a displacement
of the acceptance region. Figure 3.15 shows the Fibonacci chain as a projection of a two-
dimensional square lattice. By displacing the whole acceptance region, some local phasonic
flips of the form LS → SL occur. The consequences of such phasonic flips for physical
properties such as elasticity were, e.g., studied in [159–161].

Finally, phasons can be defined as hydrodynamic modes in a continuum description of
a quasicrystal. We introduce this approach in the next subsection.
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3.4.2 Hydrodynamic modes

Hydrodynamic modes are excitations in a system that do not change the free energy in
the limit of long wavelengths. Following the work of Socolar et. al. [3], we determine the
hydrodynamic modes in a continuum picture where the crystal or quasicrystal is given by
a density field ρ(r). We consider an expansion of the free energy F in terms of ρ(r):

F =

∫
dA

∞∑
k=1

Bkρ(r)k. (3.26)

Bk are coefficients that depend on the details of the actual system and the integration is
over the whole plane. With the Fourier series for the density,

ρ(r) =
∑

j

ρj exp (−iGj · r) , (3.27)

where Gj are reciprocal lattice vectors and ρj the corresponding Fourier components, the
free energy then is

F =

∫
dA

∞∑
k=1

Bk

∑
j1,...,jk

k∏
l=1

ρjl
exp

(
−i

k∑
l=1

Gjl
· r

)

= A

∞∑
k=1

Bk

∑
j1,...,jk

δ

(
k∑

l=1

Gjl

)
k∏

l=1

ρjl
. (3.28)

Here A is the area of the system and the Kronecker symbol δ
(∑k

l=1 Gjl

)
is 1 if

∑k
l=1 Gjl

=

0 and zero in all other cases. Setting ρj = |ρj| exp (iϕj), we find

F = A
∞∑

k=1

Bk

∑
j1,...,jk

δ

(
k∑

l=1

Gjl

)
k∏

l=1

|ρjl
| exp

(
i

k∑
l=1

ϕjl

)
(3.29)

and realize that the free energy only depends on the sum of all phases
∑k

l=1 ϕjl
. Therefore,

collective changes in all phases that do not affect the sum of the phases will help to identify
hydrodynamic modes. In the next paragraph, we determine the number of independent
long wavelength excitations that are given by such collective phase changes.

In an ordered system usually only a small set of reciprocal lattice vectors Gj is con-
sidered for expansion (3.29) [cf. section 3.1.3]. To construct density fields with the right
point symmetry, often stars of lattice vectors such as the ones shown in figures 3.5 or 3.16
and their negative vectors are used. The minimal number of vectors in a star is connected
to the number of base vectors of the reciprocal lattice. For example, in periodic crys-
tals the minimal number of base vectors to construct the reciprocal lattice is equal to the
number of dimensions of the system. Therefore, a two-dimensional triangular lattice has
two base vectors. The star describing triangular ordering contains an additional lattice
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1
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G

Figure 3.16: Lattice vectors of the triangular phase. For the free energy expansion, the inverse lattice
vectors −G0, −G1, and −G2 have to be added.

vector obtained by applying simple point symmetry operations to the basis. Including the
negative vectors, the total number of lattice vectors to be considered in the free energy
expansion is, at least, six. Because the density ρ(r) is real, one finds |ρG| = |ρ−G| and
ϕG = −ϕ−G. Therefore, the total number of independent phases in a triangular lattice is
three. To identify hydrodynamic modes the sum of these phases has to stay constant, i.e.,
only two independent hydrodynamic modes exist. For infinite wavelength, they correspond
to displacements of the whole lattice in x or y direction. Usually, these modes are called
phonons.

In quasicrystals the number of base vectors needed to obtain all lattice vectors is higher
than the number of dimensions of the system. The minimal set of base vectors is given as
projection of the higher-dimensional lattice if the quasicrystal is obtained by the projection
method (see section 3.1.3). Another possibility to find the minimal number nG of reciprocal
base vectors is to look on the number ni of incommensurable length scales in each lattice
direction. One finds nG = nid, where d is the number of dimensions [3]. In a decagonal
quasicrystal, there are two length scales in the direction of each reciprocal vector (see
figure 3.5). As a consequence, the minimal number of lattice vectors needed is four. The
free energy expansion (3.29) uses the five vectors shown in figure 3.5 and their inverse
ones, i.e., there are five independent phases ϕj with j = 0..4. To identify hydrodynamic
modes, the sum of these phases has to stay constant. Therefore, we find four independent
hydrodynamic modes in a decagonal quasicrystal.

Usually the hydrodynamic modes are defined by changes of the phases ϕj in the fol-
lowing way [2,3]:

ϕj = u ·Gj + w ·G3j mod 5 + γ. (3.30)

Here γ corresponds to a global phase change, which is not a hydrodynamic mode, because
it affects the sum of all phases ϕj. The vector u = (ux, uy) leads to global displacements of
the whole crystal along u as can be seen when ρj = |ρj| exp (iu ·Gj) is inserted in (3.27).
Therefore, u describes the long wavelength limit of phonons. A uniform vector w =
(wx, wy) does also not change the free energy and therefore describes the long wavelength
limit of two additional hydrodynamic modes. They correspond to global rearrangements
usually termed phasons. Examples will be shown in the next subsection.
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Figure 3.17: Decagonal potential for constant phasonic displacements. The arrows between the figures
mark dark horizontal lines, that change their position if wy is increased but not if wx is changed.

3.4.3 Examples of phasonic displacements, drifts, and gradient
fields

In this subsection we study phasonic displacements. First we consider only constant dis-
placements, later the phasonic displacements depend on time or position. We also show
that phasons can be assigned to some direction and determine how phasonic displacements
are related to shifts of the quasicrystal in real space.

In general, hydrodynamic modes found in the previous subsection depend on the po-
sition r and the time t. Therefore, the phases are determined by phononic and phasonic
displacement fields, u (r, t) and w (r, t), according to

ϕj (r, t) = u (r, t) ·Gj + w (r, t) ·G3j mod 5 + γ, (3.31)

i.e., for any given displacement fields, we can calculate the phases and the standard decago-
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nal potential by using (3.25). Phononic displacement fields are well known from crystals.
Therefore, in this subsection we focus on variations of the phasonic displacement field and
choose u = 0. Note that only differences of the phases enter the decagonal potential (3.25).
Therefore, it does not depend on the global phase γ at all.

In figure 3.17 examples of intensity patterns with constant phasonic displacements are
shown. The potentials are similar to the one with zero phasonic displacement. However,
the center of perfect symmetry no longer is in the point (x, y) = (0, 0). A method to
determine its new position, will be described later in this subsection. Since for our studies
the position of the symmetry center is not important (cf. subsection 3.3.2), potentials with
different constant phasonic displacements do not have to be considered separately.

Interestingly, the direction of a phasonic displacement vector w is connected to direc-
tions in real space: For phasonic changes in wx-directions, i.e., for changes of wx with
constant wy, the dark horizontal lines in figure 3.17 do not move or disappear [see arrows
between figures 3.17(a) and (b)], whereas the lines in all other direction do so. The horizon-
tal lines change if wy is increased [see arrows between figures 3.17(c) and (d)]. In general,
lines in the direction defined by the vector (x, y) = (cos(mπ/5), sin(mπ/5)) are not affected
by a phasonic displacement along (wx, wy) = (cos[3mπ/5], sin[3mπ/5]) for m = 0..9.

Now we want to describe the connection between phasonic displacements and shifts
of the quasicrystal in real space. In figures 3.18(a-f) three-dimensional snapshots of the
potential landscape are shown for uniform phasonic displacements wy = jτκ/10 with j =
0..5, where τ = (1 +

√
5)/2 is the number of the golden ratio (see subsection 3.2) and

κ =
1

10

√
10− 2

√
5)aV =

4

5
sin (4π/5) aV . (3.32)

As usual, aV = 2π/Gj and Gj is the length of a wave vector of the laser beam projected
onto the xy-plane. As we will show in the following, phasonic displacements chosen in
such a way reveal interesting properties of their relation to uniform phononic shifts. The
minima in the front, i.e., at y = 0, slowly vanish, however for wy = τκ/2 new minima
appear along a line y = κ/2 [dashed line in figure 3.18(f)]. Furthermore, as shown in
figures 3.18(a), (g) and (i), for wy = τκ or wy = 2τκ the potential is identical to the
one without phasonic displacement but shifted by κ or 2κ in y-direction, i.e., there is a
connection between potentials with a phasonic displacement and shifted intensity pattern.
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Figure 3.18: Potential landscape for different phasonic displacements wy. It is τ = (1 +
√

5)/2 and
κ = 4 sin(4π/5)aV /5. The dashed lines mark rows of minima described in the text.

In general, for the potential Vwx,wy(x, y) with a phasonic displacement wx and wy, we find

Vwx+∆wx,wy+∆wy (x, y) = Vwx,wy (x−∆x, y −∆y) (3.33)

with ∆wx = −
9∑

m=0

jmτκ sin (3mπ/5) ,

∆wy =
9∑

m=0

jmτκ cos (3mπ/5) ,

∆x = −
9∑

m=0

jmκ sin (mπ/5) ,

and ∆y =
9∑

m=0

jmκ cos (mπ/5) ,
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where jm for m = 0..9 are integer numbers. If only one jm is non-zero, the displacement is
in a direction perpendicular to dark lines in the intensity pattern. By choosing appropriate
numbers jm, displacements in other direction can be realized. For example a displacement
in x-direction is found for non-zero integer numbers j = j7 = j8 or j′ = j6 = j9. Note the
displacements that can be described by (3.33) lie dense in the plane, i.e., for every given
phasonic or real space displacement, (∆wx,∆wy) or (∆x,∆y), integer numbers jm can be
chosen such that the displacement given by these numbers and (3.33) is arbitrarily close to
(∆wx,∆wy) or (∆x,∆y). As a consequence, for every positive number ∆V and for every
phasonic displacement, a displacement in real space can be found such that the difference of
the shifted pattern and the potential with phasonic displacement in every point is smaller
than ∆V . Furthermore, in all potentials with constant phasonic displacements, there
always is a symmetry center which is arbitrarily close to the center of perfect symmetry. For
a phasonic displacement (∆wx,∆wy) given by integers jm and (3.33), a perfect symmetry
center is located in (∆x,∆y).

In addition, changes of the intensity patterns caused by variations of the phasonic dis-
placements can be studied for a simplified potential that one obtains by averaging the
decagonal light field along a direction, where lines of low intensity exist, e.g., along the
x-direction. The advantage of such an average is that it only depends on one space co-
ordinate. Moreover, since an average along a direction defined by the vector (x, y) =
(cos[mπ/5], sin[mπ/5]) (for m = 0..9) corresponds to an average over a phasonic displace-
ment along (wx, wy) = (cos[3mπ/5], sin[3mπ/5]), the average one-dimensional potential
only has one remaining phasonic degree of freedom. For example, 〈V 〉x = 〈V 〉wx only
depend on y and wy where 〈V 〉x and 〈V 〉wx are obtained by averaging the full potential
over x or wx. Here we study the properties of 〈V 〉x = 〈V 〉wx in more detail. We find

〈V 〉x =
V0

25
{−5− 2 cos (k1 [τwyy])− 2 cos (k2 [wy/τ − y])} (3.34)

with k1 =
4π√
5τκ

=

√
10− 2

√
5
π

aV

and k2 =
4π√
5κ

=

√
10 + 2

√
5
π

aV

= τk1.

A minimum of 〈V 〉x corresponds to a row of minima in the two-dimensional potential. The
relation corresponding to (3.33) is

〈Vwy+j∆wy/2 (y)〉x = 〈Vwy (y − j∆y/2)〉x (3.35)

with ∆wy = τκ and ∆y = κ. Note that the allowed displacements here are half of
those found for the decagonal potential. Figure 3.19 shows 〈V 〉x for different phasonic
displacements wy. For increasing wy, the minimum originally at y = 0 first becomes
shallower, drifts right, and becomes deeper again [see figure 3.19(a)]. This will be important
in section 8.5.1 where we study the Brownian motion of colloids in the decagonal potential
under the influence of a phasonic displacement that increases at a constant rate in time.
The property given by (3.35) is illustrated in figure 3.19(b). At phasonic displacements
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Figure 3.19: Average 〈V 〉x = 〈V 〉wx
of the decagonal potential over x or wx for different phasonic displace-

ments wy. (a) The minimum originally at y = 0 is moving in y-direction for increasing wy. First it gets
shallower, than deeper again (see points and arrows). (b) For wy = j∆wy/2 = jτκ/2 with τ = (1+

√
5)/2

and κ = 4 sin(4π/5)aV /5 the averaged potential 〈V 〉x corresponds to the one for wy = 0 displaced by
j∆y/2 = jκ/2.

wy = j∆wy/2 the averaged potential 〈V 〉x corresponds to the one for wy = 0 shifted by
j∆y/2.

As we have shown for the decagonal laser field as well as for the averaged pattern, these
potentials change in a very interesting way when the phasonic displacement is increased.
To study the behavior of a colloidal suspension in such a varying potential, we will use
phasonic displacements that increase at a constant rate in time, i.e., (wx, wy) = (vwxt, vwyt).
Because an increase of a phononic displacement ux or uy according to (ux, uy) = (vxt, vyt)
results in a drift of the system, we term the corresponding process for phasons a phasonic
drift. The rate of increase (vwx , vwy) is named phasonic drift velocity.

Finally, we consider phasonic displacement fields wx(x, y) and wy(x, y). A special case
is a field that linearly increases along one direction, i.e., a field with constant gradients
∇wx(x, y) and ∇wy(x, y), which we call phasonic gradients. Figure 3.20 shows examples
of decagonal light patterns with phasonic gradients. The lines of low intensity are infinite
along a direction of zero phasonic gradient or along a direction given by the phasonic
displacement vector, the dark lines in other directions only have finite length as indicated
by dashed lines. As we will show in section 7.2, the light field in the experiment usually
contains phasonic gradients that lead to a prefered direction of the system.
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Figure 3.20: Decagonal potential with phasonic gradients. For ∇wx 6= 0 and wy = const. (a-d) or for
phasonic displacements that only depend on y (e,f), the horizontal dark lines have infinite length as in the
potential without phasonic displacements. The lines in other directions [see, e.g., white lines in (a) and
(b)] only have finite length.
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3.4.4 Indexing problem

The analysis of a quasicrystalline point pattern, for example given by the positions of
colloids in a decagonal potential, is a very difficult task. Especially, the detection of
phasonic displacements is highly non-trivial. In this subsection, we present a method
how uniform phasonic displacements can be detected by analyzing a quasicrystalline point
pattern. A widely used ansatz in crystallography considers quasicrystals as projections of
regular crystals in a higher-dimensional space (see section 3.1.3). In principle, one tries
to find the point in the high-dimensional space that corresponds to a certain point in the
quasicrystalline pattern (see e.g. [162–165]). However, due to problems explained in detail
in the following, we do not use the method in this work.

A two-dimensional decagonal quasicrystal can, e.g., be considered as projection of a
four-dimensional lattice. A point (x, y) in the 2D pattern is connected to a point in the
four-dimensional space (a1, a2, a3, a4) according to (see e.g. [159])

x = a1v1 + a2v2

y = a3v3 + a4v4, (3.36)

where vj are the typical length scales in the quasicrystal; v1, v2 belong to the x-direction
and v3, v4 to the y-direction. If one assumes that the lattice in higher-dimensional space
is a cubic lattice, the numbers aj for j = 1..4 have to be integers. Typical length scales in
the standard decagonal potential are

in x-direction: v1 = aV and v2 = τaV ,

in y-direction: v3 = aV sin(4π/5) and v4 = aV sin(2π/5) = τv3. (3.37)

As an example, we use the pattern consisting of the positions (x, y) of local minima in the
decagonal potential (see also section 3.3.3). We search for integer numbers that best fulfill
the equations in (3.36). Of course, only a certain range of numbers aj can be scanned. We
choose a range determined by Fibonacci numbers, because v2/v1 = τ and v4/v3 = τ can be
approximated as ratio of large Fibonacci numbers (see section 3.2). In figure 3.21(a) two
coordinates of the points in four-dimensional space are plotted. The points form elongated
clusters, which correspond to the acceptance regions, i.e., only points in these regions were
projected onto the two-dimensional plane to obtain the quasicrystalline pattern. Note
that the acceptance regions themselves form a lattice. In the example we introduced in
section 3.1.3 to construct a Fibonacci chain (see figure 3.4), the acceptance area was a
connected region consisting of a stripe limited by two lines. To obtain a Fibonacci chain
a two-dimensional square lattice was projected. In general, one can also considers other
types of higher-dimensional lattices or even lattices with a non-trivial basis. It is possible,
to map such non-cubic lattices on a cubic one, however a connected acceptance region
in the non-cubic lattice then corresponds to disconnected acceptance areas for the cubic
lattice (see e.g. [166–168]). Therefore the disconnected acceptance clusters we find here for
a four-dimensional cubic lattice probably corresponds to a connected acceptance region for
a non-cubic lattice, possibly also with a non-trivial basis.
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Figure 3.21: Coordinates a3 and a4 of points in four-dimensional space, whose projection gives the posi-
tions of local minima of the decagonal potential (a) without phasonic displacement an (b) for phasonic
displacements wy = 0 (circles), wy = 0.15aV (squares), and wy = 0.3aV (crosses). A cluster of the
acceptance region is marked by lines as guide to the line. Solid lines are used for wy = 0, dashed for
wy = 0.15aV , and dotted ones for wy = 0.3aV .

In figure 3.21(b) the coordinates a3 and a4 are shown for different phasonic displace-
ments wy. As a guide to the eye a cluster is roughly marked by lines. The acceptance
regions seem to be slightly shifted to the right for increasing phasonic displacement (cf.
figure 3.15). In principle, the observed shift can be used to determine the phasonic dis-
placement of the original quasicrystalline pattern.

The method presented in this subsection has some severe drawbacks. First, the limita-
tion of range for the integers aj is arbitrary and has some influence on the result. Second,
the points found in four-dimensional space are scattered even for a perfect pattern given by
the positions of local minima. An analysis of the positions of colloidal particles probably
has even worse quality due to random fluctuations. Third, the form of the acceptance
region is not clear, however, to use this method to determine phasonic displacements, the
behavior of the acceptance region has to be known. In summary, the method of indexing
presented here in principal is working, but the quality of the results is to low to be useful
for the analysis of quasicrystalline colloidal patterns.
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3.5 Induced Quasicrystals

In this work we consider colloidal suspensions exposed to decagonal laser fields in order
to induce quasicrystalline ordering. Our system is a model system whose behavior can be
compared to many other situations. Some examples are given in this section.

3.5.1 Quasicrystalline films

The most important examples for induced quasicrystals are patterns of atoms on the sur-
face of quasicrystals [5, 7–13]. Usually the free surfaces of Al-Ni-Co, which has decagonal
symmetry, or of the alloy Al-Pd-Mn with icosahedral symmetry are taken as substrates.
Their surfaces act as a five- or ten-fold symmetric potential for the adatoms (see e.g. [5,6]).
Often noble gases, such as Ar or Xe, or metallic atoms such as Ag, Au, or Cu were used
as adatoms, i.e., atoms that do not form quasicrystals without substrate. It is very diffi-
cult to analyze the local ordering, because the positions of the atoms cannot be observed
directly. Usually the structure factor is determined, revealing liquid or triangular phases
and sometimes a quasicrystalline ordering with the same symmetry as the substrate, e.g.,
decagonal ordering was found on decagonal surfaces. Ledieu et. al. observed an ordering
containing lines at distances given by a Fibonacci chain [11]. These lines can be part of a
decagonal structure or a more complex ordering such as the Archimedean tiling phase that
will be explained in detail in section 7.1.5. A phase with twenty bond directions, which we
describe in section 7.1.3, has not been found yet.

There are also grand-canonical simulations of noble atoms on quasicrystalline surfaces
[14–17] and recently, works using molecular dynamics simulations have been published
[18,19]. As in the experimental works, the ordering is usually determining by the structure
factor, leading to similar results as in the experiments. The local structure has not been
analyzed yet and a phase with twenty bond directions or an Archimedean tiling phase has
not been reported.

The behavior of atoms on the surfaces of quasicrystals is important for a large number of
applications (see also [5,124] for an overview). Quasicrystals can be employed as catalysts,
e.g., an AlCuFe quasicrystal efficiently catalyzes the steam reforming of methanol, i.e., the
reaction CH3OH + H2O → 3H2 + CO2 that is used to produce hydrogen from methanol
and water [169]. The low friction and the good corrosion-resistance of quasicrystals also
lead to possible applications, for instance, the development of new wear-resistant or non-
sticky materials [170–172]. Furthermore, the dynamics of adatoms on surfaces probably
influences the growth of quasicrystals (see also section 8.7).

3.5.2 Atomic clouds in quasicrystalline traps

Laser beams can also be employed to trap a gas of atoms and to cool it. Usually the beams
are combined with magnetic fields in so-called optomagnetic traps. In such a trap, it is
possible to achieve Bose-Einstein condensation, i.e., a cloud of bosonic atoms, which all
occupy the same quantum mechanical ground state [173]. By using five laser beams, a
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decagonal potential was applied to an atomic cloud [174] and the diffusion of atoms was
studied in such a potential [175]. A brief intoduction to atoms in optical lattices in general
is given in [176].

3.5.3 Light-induced quasicrystals in polymer-dispersed liquid-
crystal materials

Different laser fields were also used to induce quasicrystalline structures in so-called holo-
graphic polymer-dispersed liquid crystal materials [149]. The polymers in such a material
are photopolymers that in combination with a photoinitiator polymerize if exposed to light.
If a laser field is applied to a homogeneous mixture of photopolymers, liquid crystal, and
photoinitiator, the polymers polymerize in the brightest regions of the fields and therefore
the liquid crystals diffuse into the dark regions. Finally, most of the liquid crystals are cap-
tured in the regions of low intensity of an interference pattern. The system was studied for
different numbers of laser beams, achieving quasicrystals with five-, seven-, and nine-fold
rotational symmetry [149].

3.5.4 Induced non-linear optical quasicrystal

In a photosensitive nonlinear material, e.g., Sr0.6Ba0.4Nb2O6, the refractive index of light is
affected by the light intensity. Light passing through such a sample can be described by a
nonlinear equation similar to a nonlinear Schrödinger equation where the time is replaced
by the propagation distance. Therefore the evolution of the equation at different points of
time can be studied by analyzing the intensity patterns of the light that passed through
samples of different thicknesses.

By using the interference pattern of five laser beams, a decagonal quasicrystal can be
induced in the material [177]. If a decagonal interference pattern with a phason-strain field
is applied, the relaxation of such phasonic strains can be directly observed by looking on the
decagonal pattern for different propagation distances, i.e., for different sample thicknesses
[178].
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Chapter 4

Simulation techniques

In this chapter we present the theoretical background of the simulation techniques and
discuss the details and tricks used for their implementation. In sections 4.1 Brownian
dynamics simulations and in section 4.2 Monte-Carlo algorithms are introduced. Because
quasicrystals are not periodic, the choice of the simulation box is not obvious. In section
4.3 we present our solution for simulation boxes that fit well to quasicrystals.

4.1 Brownian dynamics simulations

4.1.1 The Langevin equation

Brownian dynamics simulations are used for overdamped systems in contact with a sur-
rounding medium which is in thermal equilibrium and therefore has a well-defined tem-
perature T . The surrounding medium effectively leads to random thermal forces. Internal
particle-particle interactions or external forces can also be included. The Langevin equation
describing such a system is derived from Newton’s equation

m
∂

∂t
v = Ffrict + Fint + Fext + Ftherm, (4.1)

where m is the mass and v the velocity of the particle, Ffrict is the friction force, Fint

the force due to internal interactions, Fext denotes the external and Ftherm the random
thermal forces. Without turbulence, e.g., for small Brownian particles, the friction forces
are proportional to the velocity, i.e., Ffrict = −γv(t) with the friction constant γ. The
friction constant depends on the size and geometry of the particle and on the viscosity η
of the surrounding liquid, e.g., for small spheres the friction constant according to Stokes’s
law is γ = 6πRη, where R is the radius of the particle. The Langevin equation then is [179]
(see also e.g. [180])

m
∂

∂t
v + γv = Fint + Fext + Ftherm. (4.2)
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The thermal forces have to fulfill the following relations:

〈Ftherm(t)〉 = 0, (4.3)

〈Ftherm,i(t)Ftherm,j(t
′)〉 = 2Bδijδ(t− t′), (4.4)

i.e., the average is zero and the thermal forces in different directions or at different times
are totally uncorrelated corresponding to white noise. The strength B is connected to the
diffusion constant D of a freely diffusing particle or to the thermal energy kBT and the
friction constant γ. To derive these dependencies, we first calculate the solution of the
Langevin equation without interaction or external forces:

v(t) = v(0)e−
γ
m

t + e−
γ
m

t

∫ t

0

dt′
1

m
e

γ
m

t′Ftherm(t′). (4.5)

By using (4.3) and (4.4), we find the mean square velocity〈
v(t)2

〉
= v(0)2e−2 γ

m
t + e−2 γ

m
t

∫ t

0

dt′
∫ t

0

dt′′
1

m2
e

γ
m

(t′+t′′) 〈Ftherm(t′) · Ftherm(t′′)〉

= v(0)2e−2 γ
m

t +
(

1− e−2 γ
m

t
) nB
mγ

, (4.6)

where n is the number of dimensions. For long times t� m/γ, one finds〈
v(t)2

〉
=
nB

mγ
. (4.7)

Employing the equipartition theorem m〈v(t)2〉/2 = nkBT/2, a relation of the strength B
to the thermal energy kBT follows:

B = kBTγ. (4.8)

On the other hand, the mean square displacement in the long-time limit is〈
[r(t)− r(0)]2

〉
=

1

γ2

∫ t

0

∫ t

0

dt′dt′′ 〈Ftherm(t′) · Ftherm(t′′)〉

=
1

γ2

∫ t

0

∫ t

0

2nBδ(t′ − t′′)dt′dt′′ =
2nB

γ2
t. (4.9)

The free diffusion constant D is defined by〈
(r(t)− r(0))2〉 = 2nDt, (4.10)

which gives
B = Dγ2. (4.11)

Now, combining (4.8) and (4.11), we find the famous Einstein relation (cf. [181])

D =
kBT

γ
. (4.12)
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In the following, we are only interested in the dynamics of our system on time scales
much larger than the very short momentum relaxation time m/γ, which for micron-sized
particles in water is approximately 10−7s. Then the inertial term m ∂

∂t
v(t) is much smaller

than the other terms in (4.1) and can, therefore, be neglected. Such a system is also called
overdamped.

4.1.2 Discretized equation and simulation details

The overdamped Langevin equation reads

γv = Fint + Fext + Ftherm. (4.13)

For the Brownian dynamics simulations, we discretize equation (4.13). The position at
time t+ ∆t is

r(t+ ∆t) = r(t) +
∆t

γ
(Fint(t) + Fext(t) + Ftherm(t)) . (4.14)

The thermal force is realized by random kicks: At each simulation step a randomly gen-
erated number is used as thermal force. The probability distribution of these random
numbers is not important, as long as (4.3) and (4.4) are satisfied, i.e., if the average of the
random numbers is zero, if the probability distribution does not depend on time or previous
random numbers, and if the second moment is chosen correctly. The last requirement is
related to the free diffusion constant that follows from the random numbers: According to
(4.14) and for Fint = Fext = 0, the mean square displacement is

〈
(r(t)− r(0))2〉 =

〈∆t

γ

t/∆t∑
j=0

Ftherm(j∆t)

2〉

=
∆t2

γ2

t/∆t∑
j=0

〈
Ftherm(j∆t)2

〉
=

∆t2

γ2

t

∆t

〈
F2

therm

〉
. (4.15)

Here we used the facts that the random forces at different times are uncorrelated, i.e.,
〈Ftherm(j∆t) · Ftherm(k∆t)〉 = 0 for j 6= k and that the probability distribution is time-
independent 〈Ftherm(j∆t)2〉 = 〈F2

therm〉. From equations (4.15), (4.10), and the Einstein
relation (4.12), we find that thermal kicks have to comply with

〈
F2

therm

〉
=

2nγkBT

∆t
. (4.16)

Gaussian distributed random numbers centered around zero with a second moment of
2nγkBT/∆t are a possible choice for simulations. However, generating equally distributed
random numbers is easier and faster. Therefore, we usually use random kicks in a random
direction with lengths evenly distributed between 0 and

√
12γkBT/∆t, where the prefactor
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of the upper limit follows from the requirement for the second moment (4.16). We tested our
program with Gaussian as well as with evenly distributed random numbers and obtained
the same results. Without interactions and external forces, we find the constant of free
diffusion exactly as predicted by the Einstein relation (4.12).

To produce random numbers, we use a pseudo-random number generator called Mersenne
Twister mt19937 [182,183] that according to the documentation of the GNU Scientific Li-
brary is one of the fastest algorithm appropriate for scientific simulations [184].

The quality and the speed of the simulations depend on the choice of the time step
duration ∆t. The easiest way to accelerate the simulations is to increase ∆t. However, the
upper limits of ∆t are:

• The time scale we are interested in when analyzing the results. This time must be
much larger than a single-step duration so that the results are averaged over enough
random kicks.

• If the step duration ∆t is too long, a particle can be kicked over a deep potential well,
which then is not recognized in the simulation. Therefore, the step length should be
small compared to the length scale of the potential.

Usually, the second requirement leads to much smaller values of ∆t. In our simulations we
choose an upper limit of ∆t at 0.005βγa2

V for single colloids (in chapter 8) and 0.001βγa2
V

for many particle systems (chapters 6 and 7), where β = 1/(kBT ) and aV is the typical
length in the potential, e.g., the modulation length in the one-dimensional potential or in
the decagonal potential (see sections 6.1, 6.3 or 3.3) or the distance between minima in
the square potentials (section 8.2.1). To prevent the occurrence of steps that are too long,
we calculate the step length for the case of the maximum possible thermal kick perfectly
aligned with the other forces before every step. If this length is larger than a threshold
∆l, we reduce the size of ∆t until the step length is always smaller than ∆l. Therefore, on
the one hand, no important features of the potential are missed. On the other hand, the
time steps are not smaller than necessary. We usually choose ∆l = 0.02aV as threshold
in the decagonal potential (in chapters 7 and 8) and ∆l = 0.1aV in the one-dimensional
quasicrystalline potential (chapter 6). We tested our program with different values of ∆t
and ∆l, with constant as well as with adaptive step duration. We found no differences
between simulations with our standard procedure and runs with smaller steps in time or
length.

4.2 Monte-Carlo simulations

We use the Monte-Carlo algorithm originally introduced by Metropolis et. al. [185], which
today is a standard method in computational physics [186,187]. The Metropolis algorithm
allows to treat the system in a canonical ensemble, i.e., the single configurations occur with
a probability given by the Boltzmann factor exp(−βE), where E is the total energy of the
system and β = 1/(kBT ) the inverse of the thermal energy. Therefore, the average of an
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observable A, e.g., an order parameter, is determined by calculating A for each configura-
tion obtained by the simulation and then by averaging over all these configurations. The
result is the correctly weighted average 〈A〉 of a canonical ensemble:

〈A〉 =
1

N

∑
j result of

MC-simulation

Aj =

∑
j Aj exp(−βEj)∑

j exp(−βEj)
, (4.17)

where N is the number of simulated configurations, Ej the energy and Aj the value of the
observable in configuration j.

According to the Metropolis algorithm, in a Monte-Carlo step, first the configuration
of the system is changed randomly. Then the energy Enew of the new configuration is
calculated and compared to the energy Eold of the old one. The simulation is continued
with the new configuration if Enew < Eold. In case of Enew > Eold, the new configuration is
accepted with a probability proportional to exp (−β[Enew − Eold]). If the new configuration
is not accepted, the simulation is continued with the old one. The acceptance probabilities
are chosen this way, because then the transitions between the configurations explored
during the simulations satisfy detailed balance, i.e., the ratio of the transition probability
pj→k to get from state j to state k and the probability of the reverse transition pk→j is

pj→k

pk→j

=
exp (−βEk)

exp (−βEj)
. (4.18)

If the system is ergodic and all possible configurations are explored, relation (4.18) guar-
antees that the probability to be in configuration j is proportional to exp (−βEj), i.e., we
obtain a canonical ensemble of configurations. In a real simulation it is of course impos-
sible to explore all possible configurations. For a good implementation of the Metropolis
algorithm it is important to find the configurations with the highest probability, which are
the ones with the lowest energies. Such configurations are usually quiet similar and, there-
fore, it is not necessary to consider a completely new configuration at each Monte-Carlo
step. It is more convenient to just slightly vary the old one. However, the variation must
be big enough, at least with some probability, to explore a sufficiently large area of the
configuration space. The quality of an implementation is mainly given, on the one hand,
by the speed of finding the configurations close to the ground state and, on the other hand,
by the explored area of the configuration space.

To obtain a new configuration in our implementation of the Metropolis algorithm, we
take a colloid out of the system and place it at a random position. The energy is calculated
and, according to the Metropolis algorithm, it is decided, whether the new position is
accepted or not. To get a sufficient number of accepted new configurations, the colloid
usually is placed in an area close to its original position. The size of the area is chosen
such that the acceptance rate is approximately 50%: If it is smaller, the placement area
is reduced and therefore the new configurations have a higher probability to be accepted.
If the acceptance rate is too large, the area is increased. This procedure guarantees that
a large number of configurations close to the lowest energy state is explored very fast.
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However, with such a local displacement procedure one can get stuck to a region of the
configuration space with a local minimum in energy. In order to find the global minimum,
one also has to allow global replacements. For example, it has to be possible to cross
high energy barriers. Therefore, in our simulations with a probability of 20% a colloid
is not placed locally but is put on some random position anywhere in the sample. To
implement the Metropolis algorithm, we use the same pseudo-random number generator
as for the Brownian dynamics simulations, i.e., the so-called Mersenne Twister mt19937
algorithm [182,183].

In one simulation step, the procedure described above is applied to each colloid of the
sample, i.e., after one step about one half of the colloids have been replaced. Usually
a simulation is started in a triangular configuration and one million steps are performed
to guarantee that the equilibrium of the canonical ensemble is reached. Of course, we
also tested our program with other starting configurations and other step numbers. We
found that usually after about 100000 steps the system is already close to equilibrium
and after about 500000 steps it is equilibrated no matter what starting configuration was
used. Mean values as in (4.17), e.g., order parameters, are calculated as average over 1000
configurations: The first configuration is taken after one million equilibration steps and
then always 100 steps are performed before the next configuration is used. To test that
such a result is indeed the one of the canonical ensemble, we ran simulations up to 10
million steps before calculating the mean values. However, we never found any substantial
deviations.

Recently, a so-called genetic algorithm was introdued to condensed matter physics
[188,189] based on general genetic algorithms originally developed by Holland [190]. As in
a Monte-Carlo simulation, a new configuration is created and then it is decided whether
to accept the new configuration (this was termed the selection process for genetic algo-
rithms). A so-called fitness function, which usually depends on the free energy or free
enthalpy, leads to an acceptance probability similar to the one in Monte-Carlo simulations.
The main difference between genetic algorithms and usual Monte-Carlo simulations is the
process of finding new configurations. In a genetic algorithm, a new configuration (also
called individual of a new generation) is usally not obtained by random displacements of
the particles as in a Monte-Carlo simulation, but by random changes in an abstract rep-
resentation (termed genom) of the individual. Furthermore, a new generation can also be
created by combining different parts of old configurations (called recombination process).
Genetic algorithms were also applied to colloidal systems [63, 94]. In this work, we only
use conventional Monte-Carlo simulations.

4.3 Size of the simulation box

In our simulations, we use periodic boundary conditions. However, the quasicrystalline
potentials as well as any induced quasicrystal are not periodic. Therefore, these structures
can never fit into any simulation box with periodic boundary conditions. However, we
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show in this section that special box sizes exist for which there are only minor distortions
or discontinuities at the boundaries.

4.3.1 Approximations for the 1D quasicrystalline potential

In section 6.3 we apply a one-dimensional quasi-periodic potential to the colloidal suspen-
sion. The potential is given as sum of two periodic modulations whose wavelengths differ
by a factor of τ 2, where τ = (1 +

√
5)/2 is the number of the golden ratio (see section 3.2).

However, such a potential is not periodic and therefore does not fit into a simulation box
with periodic boundary conditions. Therefore, we use approximations for τ to obtain a
periodic potential. To be concrete, in our simulations we use the potential

V (r) = −V0

2
[cos (Gα · r) + cos (Gβ · r)] , (4.19)

where Gα = ταG0ex, Gβ = (−1/τβ)G0ex; ex is the unit vector in x-direction, and G0 =
π/(

√
3aS) is the lattice vector connected to the nearest neighbor particle distance aS in the

triangular starting configuration. The number of the golden mean can be approximated by
the ratio of consecutive Fibonacci numbers (see section 3.2). We choose the approximations
τα = 55/34 and τβ = 34/21. The box size is given by xmax = 34 · 2π/G0 = 34

√
3aS/2 in

x-direction and ymax = 34/ sin(π/5) ·
√

3aS/2 in y-direction. The number of particles in
the box then is 1054. In x-direction the approximated potential (4.19) is perfectly periodic
and fits into the simulation box. The box size in y-direction is selected such that a possible
pentagonal colloidal ordering fits as good as possible into the simulation box. This is
fulfilled for our choice of ymax since ymax is an integer multiple of both characteristic length
scales of a pentagonal quasicrystal in y-direction approximated as 2π/G1,y = ymax/34 and
2π/G2,y = τ · 2π/G1,y ≈ ymax/21 (see figure 3.5).

4.3.2 Approximations for the decagonal potential

In case of the decagonal potential (see section 3.3), we leave the potential undistorted.
Therefore, a particle crossing the box boundary experiences a discontinuity. However, we
choose the box size in a way that the discontinuity is very small. To obtain an appropriate
rectangular box, we have to find translations which leave the potential almost unchanged,
i.e., a vector (∆x,∆y) such, that V (x, y) ≈ V (x+∆x, y) and V (x, y) ≈ V (x, y+∆y). This
can be realized by choosing ∆x and ∆y to be integer multiples of the length scales, which
are given by 2π/Gj,x and 2π/Gj,y, where Gj,x and Gj,y are the components of the projected
wave vectors (see figure 3.5). Then cos(Gj,x∆x) ≈ 1 and cos(Gj,y∆y) ≈ 1 for j = 0, .., 4.
The length scales in x-direction are: aV = 2π/G0, 2π/G1,x = 2aV /τ , −2π/G2,x = τaV /2,
where again τ = 2 cos(π/5) is the number of the golden mean, which can be approximated
as ratio of successive Fibonacci numbers (see section 3.2). In y-direction we find the length
scales 2π/G1,y = aV / sin(π/5) and 2π/Ga,y = τaV / sin(π/5). Therefore, appropriate box
sizes are ∆x = 2naV and ∆y = maV / sin(π/5), where n and m are Fibonacci numbers (1,
2, 3, 5, 8, 13, 21, 34, 55, 89, ...). We usually use m to be the Fibonacci number following
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Figure 4.1: Value of the decagonal potential (a) at the lower (y = 0) and upper (y = ∆y) boundary of
the simulation box and (b) at the left (x = 0) and right (x = ∆x) side of the box. In (c) the differences
of the upper and lower, in (d) of the left and right sides of the box are plotted in units of the depth V0 of
the deepest minimum. The box sizes are chosen according to ∆x = 2naV and ∆y = maV / sin(π/5) with
Fibbonacci numbers m and n.
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on n so that the width and height of the simulation box do not differ to much. Figure 4.1
shows the potential values at the boundaries. Obviously even for quiet small Fibonacci
numbers the discontinuities are negligible.

For a fixed particle density, thenumber of colloids depends on the chosen box size. We
try to select one of the allowed box sizes as determined above such that a simulation box
contains between 400 and 900 colloids. Therefore, finite-size effects are small and, on the
other hand, the simulations are not becoming to slow.

4.4 Parameter values

The colloidal particles are not allowed to overlap and their interaction is given by the
Derjaguin-Landau-Verwey-Overbeek-theory [see equation (2.1)] with a large-distance cutoff
of the potential at 5aS, where aS is the spacing between the colloids if they form an ideal
triangular lattice. The interaction parameters together with the properties of the external
potential determine the parameter set of our system, i.e., the free parameters usually are:
the radius R of a colloid, its effective surface charge Z∗, its friction coefficient in water
γ, the dielectric constant of water εr, the inverse Debye screening length κ, the potential
strength V0, its typical length scale aV , the absolute temperature T , and the colloidal
density given by the particle spacing aS.

To study the colloidal behaviour in a one-dimensional potential (see chapter 6), we vary
the potential strength V0 and the inverse screening length κ. We employ the same values
for the parameters as used by Strepp, Sengupta, and Nielaba in their study of a colloidal
suspension in a commensurate periodic potential [32]: R = 0.535 µm, Z∗ = 7800, εr = 78,
and the temperature T = 293.15 K. The density is chosen such that the spacing in an ideal
triangular lattice would be aS = 2.53 µm. These parameters are also taken for the case of
a low-density suspension in a two-dimensional potential, where there are less colloids than
minima in the potential (see chapter 7). However, there we vary the potential strength
V0 and the density (given by aS) but choose a constant value for the characteristic length
aV = 2π/ |Gj| = 2.53 µm and the screening length κ−1 = 0.506 µm = aV /5. For the case
of high densities, i.e., where more colloids than minima occupy the simulation box, we use
R = 1.2 µm, Z∗ = 1000, εr = 78, T = 300 K, aV = 5.0 µm, and κ−1 = 0.25 µm = aV /20,
which leads to a behavior close to the one observed in experiments by Mikhael et al. [20,191].
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Chapter 5

Theory of Melting in 2D

In this chapter we shortly introduce different widely used theories that describe melting in
two dimensions. The Landau-Alexander-McTague theory presented in section 5.1 is based
on an expansion of the free energy with respect to the order parameter. In section 5.2 a
brief introduction to density functional theory is given. The probably most sucessful theory
for melting in two dimensions is the so called KTNHY-theory, named after Kosterlitz,
Thouless, Nelson, Halperlin, and Young. It is based on the dissociation of disclination and
dislocation pairs and predicts an interesting new phase between the solid triangular and the
liquid phase, termed hexatic. Section 5.3 gives a short overview over the main ideas of the
KTNHY-theory also with respect to quasicrystals. The theories presented in this chapter
were also employed to explain the phase behavior in a one-dimensional commensurate
periodic potential (see section 6.1). Furthermore, we use the Landau-Alexander-McTague
theory to study the phase behavior in a laser field with one-dimensional quasicrystalline
symmetry (section 6.3.2).

5.1 Landau-Alexander-McTague theory

The Landau-theory of phase transitions [192, 193] is based on the expansion of the free
energy with respect to an order parameter. The order parameter is usually zero in the
high-symmetry phase, e.g., in a liquid, and non-zero in the low-symmetry phase, which for
a two-dimensional colloidal system without external potential is the solid triangular phase.
By minimizing the free energy, the value of the order parameter in thermal equilibrium is
determined and therefore the phase of the system.

The Landau-Alexander-McTague theory was first used in 1978 by Alexander and Mc-
Tague to compare the free energy of bcc and fcc crystals [194]. Here we shortly introduce
the theory for the triangular to liquid transition in a two-dimensional system. The basic
idea is to consider a liquid with a homogeneous density ρ and then expand the free energy
F with respect to small variations of the density δρ (r) = ρ (r) − ρ, where ρ (r) is the
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density field, e.g., the mass density field, in real space (cf. expansion in section 3.4.2):

F =

∫
dA

{
b′

2
[δρ(r)]2 − d

6
[δρ(r)]3 +

e

24
[δρ(r)]4

}
. (5.1)

The integration is over the whole plane. The signs are chosen such that the parameters
b′, d, and e are positive: e has to be positive to have a stable global minimum of the free
energy and for other signs of d and b′ no phase transition would occur as will be illustrated
below. To transform the free energy into reciprocal space we use a Fourier series for the
density variations:

δρ(r) =
∑

j

ρje
−iGj ·r, (5.2)

where Gj are the relevant reciprocal lattice vectors and ρj the corresponding Fourier com-
ponents. The free energy density in reciprocal space then is

F
A

=
1

2
b′
∑

j

|ρj|2 −
1

6
d
∑
j,k,l

ρjρkρlδ (Gj + Gk + Gl)

+
1

24
e
∑

j,k,l,m

ρjρkρlρmδ (Gj + Gk + Gl + Gm) , (5.3)

where δ(·) denotes the Kronecker symbol, which is 1 if the argument vanishes and zero
in all other cases. There are three parameters in the free energy expansion: b′, d and e.
Because it is possible to rescale the free energy density F/A and the Fourier components
ρj, two parameters can be set to unity. We name the rescaled quantities F̃/A and ρ̃j,
introduce the remaining rescaled parameter b, and then write the rescaled free energy as

F̃
A

=
1

2
b
∑

j

|ρ̃j|2 −
1

6

∑
j,k,l

ρ̃j ρ̃kρ̃lδ (Gj + Gk + Gl)

+
1

24

∑
j,k,l,m

ρ̃j ρ̃kρ̃lρ̃mδ (Gj + Gk + Gl + Gm) . (5.4)

Since we want to illustrate the triangular to liquid phase transition, Gj are the three
lattice vectors G0, G1, and G2 of the triangular phase as shown in figure 3.16 and the in-
verse vectors −G0, −G1, and −G2. The third-order term contains contributions where the
three lattice vectors form triangles. The fourth-order term consists of pairs of antiparallel
vectors (e.g. Gk = −Gj and Gm = −Gl). No other non-trivial sum of Gj +Gk +Gl +Gm

vanishes. Due to the six-fold rotational symmetry of the triangular phase, all Fourier com-
ponents are the same, i.e., ρ̃0 = ρ̃1 = ρ̃2 = ρ̃. Counting all the contributions, we finally
find

F̃
A

= 3bρ̃2 − 2ρ̃3 + 4ρ̃4. (5.5)

For b > 3/32 the free energy only has one minimum at ρ̃ = 0. For b < 3/32 there are two
minima, for b > 1/12 the minimum for ρ̃ = 0 is the global minimum, but for b < 1/12
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Figure 5.1: Free energy density F̃/A for the triangular to liquid phase transition [see equation (5.5)] as a
function of the order parameter ρ̃. The curves are for different values of the control parameter b.

the second minimum with ρ̃ > 0 is deeper (see figure 5.1). The amplitude ρ̃ is the order
parameter of the system. Since it jumps discontinuously from ρ̃ > 0 to ρ̃ = 0 at b = 1/12,
there is a first-order phase transition from a triangular ordering at b < 1/12 into a liquid
phase at b > 1/12. The control parameter b is usually identified with the temperature but
as we will see below, the inverse screening length of the DLVO potential can also control
the phase transition.

In section 6.1.2 we shortly present the Landau-Alexander-McTague theory for a two-
dimensional system under the influence of an one-dimensional periodic potential as in-
troduced by Chowdhury, Ackerson, and Clark [28]. We also use this theory to calculate
the phase diagram for colloids in a one-dimensional quasicrystalline potential (see section
6.3.2).

5.2 Density functional theory

The density functional theory in condensed matter physics is a widely used method to
describe phase transitions. For a system consisting of simple spherical particles with pure
pair interactions it was pioneered by Ramakrishnan and Yussouff in the late 70s [195,196]
(for reviews see e.g. [197–199]). It is, e.g., used to study freezing in three dimensions
[200–203] and in two dimensions [204], and to investigate the liquid-solid interface or the
crystallization behavior [205,206].

The basic idea is to calculate the grand canonical potential or the free energy as a
functional depending on the density field ρ(r). The difference of the grand canonical
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potential in the solid compared to the liquid phase is [197]

∆Ω [ρ(r)] = kBT

∫
dA {ρ(r) [ρ(r)/ρ]− ρ(r) + ρ}+ F int [ρ(r)]−F int [ρ] , (5.6)

where ρ is the average density and F int is the interaction free energy. The first term in
(5.6) corresponds to the grand canonical potential of an ideal gas.

Using a mean-field approach to approximate the interaction free energy F int and solving
a self-consistency condition for the density (for details see e.g. [196]), one finds:

∆Ω [ρ(r)] = −kBT ln Φ [ρ(r)] +
∑

j

ρj

2c1(Gj)
. (5.7)

Here the functional Φ [ρ(r)] is

Φ [ρ(r)] =
1

A

∫
A

dA exp

[∑
j

ρj exp (iGj · r)

]
, (5.8)

A is the area of the unit cell of the lattice, j is the index of the reciprocal lattice vectors Gj,
and ρj are the corresponding Fourier components (see previous section). The constants
c1(Gj) = ρ g(Gj) denote the peak values of the structure factor g(G), which corresponds
to the pair correlation function g(|r− r′|) in Fourier space where g(|r− r′|) is given by
the probability to find two colloids at distance |r− r′|. To determine the phase behavior,
∆Ω (or the free energy) has to be minimized. Interestingly, the only free parameters are
c1(Gj), which is given by the pair correlation function (or the structure factor).

Finally we note that freezing in two dimensions according to the density functional
theory is a first-order phase transition [204] as it is for the Landau-Alexander-McTague
theory.

5.3 KTHNY theory

The KTHNY theory of melting in two dimensions was developed and named after Kosterlitz
and Thouless [21], Halperin and Nelson [22–25], and Young [26,27]. The basic idea is that
starting from a perfect lattice an increasing number of defects appear if the temperature
is raised. The defects destroy the order of the crystal and lead to a two-stage transition
into the liquid phase. Melting in three dimensions usually starts at the surface of the
crystal, whereas in two dimensions the defects can be easily created in bulk and therefore
the surface is not as important. Defect mediated melting for two-dimensional quasicrystals
corresponding to the KTHNY theory was developed by De and Pelcovits [207–210]. In
the following, we shortly give an overview of the main ideas of this melting theory for
triangular and for decagonal lattices.

In figure 5.2 defects in a triangular lattice are shown. A dislocation characterizes
defects in the translational order of a lattice whereas a disclination describes defects in the
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(a) (b)

5
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7

Figure 5.2: Defects in a triangular lattice: (a) dislocation with corresponding Burgers vector and (b)
disclination. The numbers give the number of nearest neighbors if it differs from 6.

orientational order. As figure 5.2(a) illustrates, a dislocation is always accompanied by a
pair of disclinations. A dislocation is characterized by a Burgers vector as shown in figure
5.2(a): In a perfect lattice without any dislocations, a path that consist of the same number
of steps along each of the basis vectors and their inverse vectors is closed. However, if one
goes around a dislocation, the path is not closed and the open part defines the Burgers
vector. Note that such a characterization of dislocations is also possible for quasicrystals,
where a Burgers vector has four components: The first two give the phononic and the last
two the phasonic displacements (see [3]).

Now the defect-mediated melting works as follows (see also figure 5.3). For high enough
temperatures, a pair of dislocations can be easily produced by thermal fluctuations in the
positions of the atoms. Increasing the temperature, dislocations are able to dissociate which
corresponds to a phase transition from the solid into an intermediate phase where long-
range translational order is completely lost. For triangular systems the intermediate phase
is called hexatic, since the bonds between the atoms still display long-range orientational
order. For quasicrystals, the intermediate phase was termed pentahedratic phase (the
decagonal ordering sometimes is also called pentagonal phase). In a second phase transition
the dislocations, i.e., pairs of disclinations, dissolve into single free disclinations. The
resulting phase is a liquid where any long-range order is destroyed completely.

The phases are usually characterized by correlation functions. The positional correla-
tion function CG(r) describes the correlation of the translational order parameter at point
0 and r:

CG(r) = 〈ρG(0)ρ∗G(r)〉 . (5.9)

The average is over configurations, the star denotes the complex conjugate, and the trans-
lational order parameter ρG(r) in a certain point r is given by

ρG(r) = exp
[
iGj · r + iGj · u(r) + iG(3j mod 3) ·w(r)

]
, (5.10)
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Figure 5.3: Dissociation of (a) a dislocation pair and of (b) a dislocation into two disclinations. In both
cases a phase transition takes place.

where u(r) and w(r) are the phononic and phasonic displacement fields at position r, and
Gj is a lattice vector. Note in a triangular crystal phasons do not occur and w(r) = 0.
In a two-dimensional lattice perfect long-range positional order does not exist, i.e., even in
the solid phase CG(r) decays algebraically according to

CG(r) ∝ r−ηG (5.11)

with an exponent ηG that depends on the elastic constants of the lattice (see e.g. [210]).
However, perfect long-range orientational correlations can exist in two dimensions. The
orientational correlation function is given by

Cθ,m(r) = 〈ψm(0)ψ∗m(r)〉 , (5.12)

where the bond orientational order parameter ψm(r) in point r is

ψm(r) = exp [imθ(r)] (5.13)

with m = 6 for the triangular and m = 10 in the decagonal lattice; θ(r) is called bond
angle field θ(r) and is defined as the angle of a bond between a particle at position r and
a nearest neighbor with respect to an arbitrary reference direction (cf. section 7.1.1).
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Since free dislocations destroy the long-range positional order and free disclinations
also the long-range orientational order, the correlation functions behave as follows: as
already mentioned, in the solid phase CG(r) decays algebraically whereas Cθ(r) approaches
a nonzero constant for r →∞. In the hexatic or pentahedratic phase free dislocations exist
and CG(r) decays exponentially but Cθ(r) only algebraically. Finally, in the liquid, the
free disclinations lead to an exponential decay of Cθ(r).

By using symmetry arguments, the elastic free energy density up to second order in the
strain variables is given by [2,3]

fel =
1

2
λuiiuii + µuijuij +

1

2
K1wijwij +K2 (wxxwyy − wyxwxy)

+K3 [(uxx − uyy) (wxx + wyy) + 2uxy (wxy − wyx)] , (5.14)

where uij = (∂ui/∂rj + ∂uj/∂ri)/2 and wij = ∂wi/∂rj. The elastic constants are λ, µ, K1,
K2 and K3. In a triangular crystal K1 = K2 = K3 = 0. The elastic free energy allows
to calculate the interaction energy between two disclinations or between two dislocations.
Therefore, the phase transition temperatures can be determined as unbinding transitions of
the corresponding defects (see e.g. [25] for triangular crystals and [210] for quasicrystals):
The temperature T(m) of the solid to hexatic or pentahedratic transition is given by the
relation

c(m),R (λR, µR, K1,R, K2,R, K3,R) =
16πkBT(m)

a2
S

, (5.15)

where aS is the particle spacing. The transition to the liquid takes place at temperature
T(i) with

c(i),R (λR, µR, K1,R, K2,R, K3,R) = M
kBT(i)

π
, (5.16)

where M = 72 for the hexatic-liquid and M = 100 for the pentahedratic-liquid tran-
sition. Since the interaction between two defects is usually screened by other defects
the elastic constants have to be renormalized. All constants marked with an index R
are the renormalized quantities of the constants introduced in (5.14). The quantities
c(m),R (λR, µR, K1,R, K2,R, K3,R) and c(i),R (λR, µR, K1,R, K2,R, K3,R) depend on the elastic
constants; c(i),R (λR, µR, K1,R, K2,R, K3,R) is the Frank constant defined in the free energy
density fθ depending on the variations of the bond angle field θ(r):

fθ =
1

2
c(i),R (λR, µR, K1,R, K2,R, K3,R)

[(
∂θ

∂x

)2

+

(
∂θ

∂y

)2
]
. (5.17)

In certain limits, c(i),R (λR, µR, K1,R, K2,R, K3,R) can be expressed explicitly in terms of λR,
µR, K1,R, K2,R, and K3,R depending on the system; c(m),R (λR, µR, K1,R, K2,R, K3,R) is given
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by

c(m),R (λR, µR, K1,R, K2,R, K3,R) = 2K1,R

+
4K2

3,R (−K2,R + λR + µR) + 2K1,R

[
K2

3,R − 2µR (λR + µR)
]

K2
3,R −K1,R (λR + 2µR)

+
K1,RK

2
3,R (−K1,R + 2K2,R) (λR + µR)(

−K2
3,R +K1,RµR

) [
−K2

3,R +K1,R (λR + 2µR)
] (5.18)

for quasicrystals and

c(m),R (λR, µR) =
4µR (µR + λR)

2µR + λR

(5.19)

for triangular ordering.
Nelson and Halperin also predict the phase behavior in commensurate and incommen-

surate potentials as well as on totally disordered substrates [24, 25]. In commensurate
periodic potentials, i.e., triangular substrates with a lattice constant given by the particle
spacing, there is a phase transition from a floating solid phase for weak to a pinned solid
phase for strong potentials. The floating phase has triangular ordering that is almost not
affected by the substrate and therefore has, like the solid phase without potential, no per-
fect long-range positional order. However, in a strong potential the particles are pinned
to the minima and the resulting pinned solid phase displays perfect positional order. In a
disordered potential also two different solid phases exist: A floating phase corresponding
to the triangular one existing without potential and a pinned disordered phase, where the
particles are just sitting in the minima of the potential. On incommensurable substrates,
Nelson and Halperin predict a floating solid phase not affected by the potential, an inter-
mediate phase where the orientations of some clusters are locked to the potential, and a
pinned phase, where the ordering is completely given by the substrate. The intermediate
phase exhibits an orientational order given by the smallest common multiplier of the rota-
tional order of the substrate and the orientational order that the adsorbed particles would
have without potential. Therefore, a colloidal suspension that displays triangular ordering
without potential would in a square potential posses an intermediate phase with 12-fold
orientational order [24,25]. Correspondingly, colloids on a decagonal potential should have
a 30-fold bond-orientational symmetry for intermediate potential strengths. However, in
our simulations we are not able to identify such a phase (see section 7.1.4).

The KTHNY theory along with its predictions for the elastic properties were also tested
experimentally using, e.g., charged particles [211–214] or supermagnetic colloids, whose
interaction can be tuned by an external magnetic field [215–220].

In this work we consider quasicrystals induced by an external potential. Therefore the
melting properties differ from the ones predicted by the defect mediated melting theory
for systems that display intrinsic quasicrystalline order.
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Chapter 6

Colloids in a 1D quasicrystalline
potential

In this chapter we study colloidal ordering and dynamics in a potential that is constant
in one direction and quasi-periodically modulated in the other. In literature, the case of
one-dimensional periodic potentials is well known. Therefore, in section 6.1, we give a
brief overview of the phase behavior in a periodic laser field. In section 6.2, we introduce
the quasicrystalline potential and explain why it is of special interest. By using Monte-
Carlo simulations and the Landau-Alexander-McTague theory, we determine the phase
diagram in section 6.3. As we will show, it is possible to destroy any periodic ordering by
applying a quasicrystalline laser field with sufficiently large intensity. Therefore, in section
6.4, we study colloidal dynamics in the case of very large potential strength and discover
an interesting aperiodic locked phase. We shortly comment on experimental results and
on alternative quasicrystalline potentials in sections 6.5 and 6.6, respectively. Finally, we
summarize our results in section 6.7. Some parts of this chapter are published in our letter
[A].

6.1 Colloids in a 1D periodic potential

We consider a one-dimensional periodic potential, i.e.,

V (r) = V0 cos (G0 · r) , (6.1)

where G0 = G0ex is a vector of length G0 in x-direction. Usually, we choose a commen-
surate potential, i.e., a potential with a wave number G0 that fit the height of a triangle
in a perfect triangular lattice. Therefore, in a commensurate laser field G0 = 4π/(

√
3aS),

where aS is the particle spacing in the triangular phase. With such a potential triangu-
lar ordering can be induced in the system. However, by further increasing the potential
strength the ordering can be destroyed again depending on the two-particle interaction.
We discuss these observations in the next subsection and then present the corresponding
theories to treat them in the subsections 6.1.2 to 6.1.4.
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Figure 6.1: Schematic phase diagram displaying the laser-induced freezing and laser-induced reentrant
melting transitions in a one-dimensional commensurate periodic potential. The transition temperatures
T(m)(V0 = 0) without potential and T(m)(V0 = ∞) in the limit of very large intensities can be determined
using a defect-mediated melting theory (see section 6.1.4).

6.1.1 Laser-induced freezing and melting

Chowdhury, Ackerson, and Clark discovered that a one-dimensional commensurate peri-
odic potential induces two-dimensional triangular ordering [28]. They considered a system
which is liquid without external potential but sufficiently close to the freezing point. If the
potential is applied, it first induces a one-dimensional modulation. Accordingly, the new
phase is often called modulated liquid. However, at a certain potential strength the system
becomes ordered in both directions, i.e., it freezes into a triangular phase. Chowdhury, Ack-
erson, and Clark explained this behavior with the help of the Landau-Alexander-McTague
theory (see next subsection). The laser induced freezing phenomena was also studied in
more detail experimentally [221], with Monte-Carlo simulations [222], and with a density
functional theory [223] (cf. section 6.1.3).

By using more detailed Monte-Carlo simulations, Chakrabarti, Krishnamurthy, Sood,
and Sengupta found out that it is also possible to destroy an induced triangular ordering by
further increasing the potential strength [224]. This phenomena was termed light induced
reentrant melting. Experimentally, it was first observed in a colloidal system by Wei,
Bechinger, Rudhardt, and Leiderer [225]. Later, the whole phase behavior was explored
in experiments [29, 30] and with Monte-Carlo simulations [31, 32, 226, 227]. Figure 6.1
schematically shows a typical phase diagram. The reentrant melting cannot be explained
by the conventional density functional theory and the predictions of the Landau-Alexander-
McTague theory for high laser intensities are probably not correct [223] (see also section
6.1.3). Chakrabarti and Sinha added fluctuations to the density functional theory and
found out that these are important for light-induced melting [228]. A full theoretical
description of the reentrant melting, based on the KTNHY theory, was developed by Frey,
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Nelson, and Radzihovsky [229, 230] and will be reviewed in subsection 6.1.4. The theory
predicts that crystalline order in the colloidal system can only be destroyed if the system
is liquid without potential, i.e., if the ordering to be destroyed is induced by the external
potential. A crystal that is stable without potential cannot be melted by applying a
commensurate periodic laser field.

6.1.2 Landau-Alexander-McTague theory

The Landau-Alexander-McTague theory was first applied to a colloidal system in a one-
dimensional commensurate periodic potential by Chowdhury, Ackerson, and Clark [28].
The modulation wave vector of the potential equals one of the lattice vectors of the induced
triangular phase (shown in figure 3.16). In section 5.1, the expansion of the free energy
with respect to variations of the density was derived. Since a density variation with this
wave vector lowers the total free energy of the system, the coupling of the system to the
potential can be described by adding a term proportional to −VLρ0 to the free energy
expansion of equation (5.4). As introduced in section 5.1, ρj are the Fourier components of
the density modulation with wave vector Gj. Note that due to the symmetry of the system
we still assume ρ1 = ρ2, however these coefficients can differ from ρ0. From equation (5.4)
in combination with the new potential term, we find the (rescaled) free energy expansion:

F̃
A

= −2VLρ̃0 + 2b
(
ρ̃2

0 + 2ρ̃2
1

)
− 2ρ̃0ρ̃

2
1 +

1

3
ρ̃4

0 +
5

3
ρ̃4

1 + 2ρ̃2
0ρ̃

2
1, (6.2)

where VL is a rescaled parameter characterizing the strength of the potential and ρ̃j are
the rescaled Fourier components. Minimizing the free energy with respect to ρ̃0 and ρ̃1 for
given values of the parameters b and VL, determines the phase: If both order parameters
ρ̃0 and ρ̃1 are non-zero, triangular ordering occurs; if both order parameters are zero, the
system is liquid. The case ρ̃0 > 0 but ρ̃1 = 0 refers to the so-called modulated liquid.
Due to the coupling of ρ̃0 to the external potential, ρ̃0 > 0 as soon as the potential is
applied. Therefore, only a modulated liquid and a triangular ordering exist for non-zero
potential and the phases can be distinguished by the order parameter ρ̃1. Because of the
second and fourth-order term in (6.2), the free energy increases for non-zero ρ̃1. However,
ρ̃1 also couples to ρ̃0 by the third-order term, which lowers the total free energy by a
transition into the triangular phase. The Landau-Alexander-McTague theory therefore
helps to understand the effect of laser-induced freezing: By applying a laser field with a
wave vector G0, a modulation along G0 is induced resulting in ρ̃0 > 0. Due to the coupling
of the density variations in different direction, this can also lead to modulations along other
directions, e.g., along G1 and G2 (corresponding to ρ̃1 > 0), hence a transition into the
triangular phase occurs.

In figure 6.2 the phase diagram calculated with the help of the Landau-Alexander-
McTague theory is shown. To determine the phases from the order parameter ρ1, we
employ a small threshold value. If ρ1 is larger than the threshold, we mark the point in
parameter space to be triangular otherwise as modulated liquid. We choose a threshold
value of 10−8 but even values up to 10−1 do not change the phase behavior significantly.
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Figure 6.2: Phase diagram for a two-dimensional system in a one-dimensional commensurate periodic po-
tential determied with the Landau-Alexander-McTague theory. The parameters VL and b can be identified
by the potential strength and the inverse screening length, respectively.

For a small potential strength VL there is a phase transition from triangular ordering for
small values of b into a modulated liquid phase for large b corresponding to the triangular
to liquid transition for vanishing potentials. The parameter b can be identified with the
temperature, the inverse screening length of the DLVO potential acting between colloids, or
the inverse density. With increasing potential strength, it is possible to induce a triangular
phase even for parameter values of b, where the system was liquid without external field.
This corresponds to the light-induced freezing effect. Note that the phase diagram in figure
6.2 also shows light-induced melting. According to the Landau-Alexander-McTague theory
it is possible the system melts if a very strong laser field is applied, even if the colloids
were in a stable triangular phase without potential. This unphysical effect is probably due
to the truncation of the free energy expansion [223] (see also the remarks at the end of the
next subsection).

According to the Landau-Alexander-McTague theory, a phase is more likely to be stable
if for that phase many triangles of lattice and wave vectors occur. Every set consisting
of three vectors Gj, Gl, and Gl with δ (Gj + Gk + Gl) = 1 lowers the free energy (5.4).
Based on such reasoning, Das and Krishnamurthy introduced a special one-dimensional
quasicrystalline potential and claimed that it should induce pentagonal ordering in the
system [231] (see also section 6.2). However, as we will show in section 6.3.2, a carefully
applied Landau-Alexander-McTague theory for colloids in this potential only allows stable
triangular and rhombic phases.

6.1.3 Density functional theory

Chakrabarti et. al. applied density functional theory (see section 5.2) to study colloidal
ordering in the periodic laser field [223]. As in the previous subsection, the external
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Figure 6.3: Phase diagram according to the density functional theory (cf. [223]).

potential is introduced by an additional contribution to the grand canonical potential
(or free energy)

F ext = −ρ0

c1
VF , (6.3)

that has to be added to equation (5.7). The strength of the potential is given by VF and
ρ0 is again the Fourier component for the lattice vector G0, which here also corresponds
to the wave vector of the external modulation. The constant c1 = ρ g(G0) denote the
peak values of the structure factor g(G), i.e., the pair correlation function in Fourier space.
Note, in (6.3) c1 is only used to rescale ρ0. The importance of c1 as a control parameter
is based on its occurrence in the part of the free energy (5.7) that does not depend on
the potential. By minimizing the total free energy, the phase diagram is determined (see
figure 6.3). For small laser intensities, the phase transition is a first order transition while
for large potential strength it is continuous. Accordingly, a critical point can be found at
intermediate intensities.

Laser-induced reentrant melting does not occur according to density functional theory,
i.e., it is not possible to destroy triangular order by increasing the laser intensity, even
if the order has been induced by the external potential. Furthermore, Chakrabarti et.
al. expanded the free energy calculated according to the density functional theory into a
power series. They showed that phase diagrams determined with truncated power series
allow light-induced melting [223]. Therefore, the fact that light-induced melting is possible
according to the Landau-Alexander-McTague theory (see previous section) is probably
due to the truncation of the free energy expansion. For large potential strengths such a
truncation obviously leads to wrong results.

Chakrabarti and Sinha found out that laser-induced melting can be explained by in-
corporating the effects of fluctuations in the density functional analysis [228]. With a pure
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mean-field treatment obviously it is not possible to predict laser-induced melting while a
theory that includes fluctuations can account for this phenomenon.

Density functional theory can also be applied to a colloidal system in a quasicrystalline
potential. However, the integral in (5.8) is over a unit cell which does not exist for qua-
sicrystals. Therefore one has to integrate over large areas similar to the simulation boxes
introduced in section equation 4.3. Because the integration is usually performed numer-
ically and is repeated many times during the minimization process, it is not possible to
determine a phase diagram within a reasonable amount of time.

6.1.4 Laser-induced melting due to fluctuations

Frey, Nelson, and Radzihovsky developed a theory of defect-mediated melting in one-
dimensional periodic potentials [229, 230], which is in good agreement with the results of
experiments and simulations (see e.g. [30] for a review). Without potential the melting
temperature T(m) is given by equations (5.15) and (5.19) obtained from the KTHNY theory,
i.e.,

T(m) (V0 = 0) =
a2

S

4π

µR (µR + λR)

2µR + λR

, (6.4)

where µR and λR are the renormalized elastic constants of those given by [cf. equation
(5.14) with K1 = K2 = K3 = 0]:

fel =
1

2
λuiiuii + µuijuij. (6.5)

For a system in a potential, Frey, Nelson, and Radzihovsky consider a free energy density
fel,V that takes into account that displacements ux perpendicular to the potential wells are
suppressed by the potential. Therefore, the modes in x-direction are integrated out and
one finds

fel,V =
1

2

[
Bxy (∂xuy)2 +Byy (∂yuy)2] , (6.6)

where Bxy and Byy are effective elastic constants. A calculation similar to the ones em-
ployed in the KTHNY theory leads to a relation for the melting temperature:√

BxyByy =
8πkBT(m)

a2
S

(6.7)

For infinite potential strength, i.e., without any displacements perpendicular to the wells
at all, one finds by comparing (6.6) and (6.5)

Bxy = µR and Byy = 2µR + λR. (6.8)

Therefore, the melting temperature for infinite potential strength is

T(m) (V0 = ∞) =
a2

s

8π

√
µR (2µR + λR). (6.9)
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As a consequence, there is a limiting melting temperature for V0 →∞, i.e., not all lattices
can be melted by increasing the potential. Furthermore, because of T(m) (V0 = ∞) >
T(m) (V0 = 0), a crystal stable without laser field cannot be destroyed by applying a periodic
commensurate potential. Note in experiments or simulations often the inverse screening
length κ is varied. However, qualitatively the results can be compared to the theoretical
results for varying temperature T .

If one starts at infinite potential strength V0 and then lowers V0, fluctuations perpen-
dicular to the wells become important. Therefore, the relations (6.8) that determine the
effective elastic constants in the limit V0 → ∞ are no longer fulfilled. Frey, Nelson, and
Radzihovsky found out that due to the fluctuations a range of finite V0 exists, where the
melting temperature T(m)(V0) exceeds T(m)(V0 = ∞) [229, 230]. Therefore, at a temper-
ature T > T(m) (V0 = ∞) a triangular ordering may be stable for intermediate potential
strength, however it becomes unstable for V0 → ∞. This corresponds to laser-induced
reentrant melting.

For incommensurate periodic potentials, Frey, Nelson, and Radzihovsky in [229, 230]
also predict phases with smectic ordering and floating phases similar to those predicted
by Nelson and Halperin for commensurate and incommensurate 2D potentials (see section
5.3).

6.2 Motivation for the quasicrystalline potential

In this section we introduce the one-dimensional quasicrystalline potential. It was first
proposed by Das and Krishnamurthy, who claimed that it is possible to induce a phase
with pentagonal symmetry with such a laser field [231]. The quasicrystalline potential
consists of two modulations whose wavelengths differ by a factor of τ 2 (see figure 6.4),
where τ = (1 +

√
5)/2 is the number of the golden ratio (see section 3.2):

V (r) = −V0

2
[cos (Gα · r) + cos (Gβ · r)] (6.10)

with Gα = τG0ex, Gβ = (−1/τ)G0ex. The vector ex denotes the unit vector in x-direction
and G0 is the length of a reciprocal lattice vector that belongs to the ideal triangular
configuration of the colloids without any external potential. If aS is the particle spacing
in this configuration, G0 = 4π/(

√
3aS). Within the set of the wave vectors Gα and Gβ

combined with the lattice vectors of the pentagonal phase [see figure 6.5(a)] one can find
many triangles. To be concrete, the following relations hold:

G0 −Gα −Gβ = 0,

G1 + G4 + Gβ = 0,

and G2 + G3 + Gα = 0. (6.11)

These relations can be proven using the special properties of the number of the golden mean
τ , e.g., −2G2,x = 1/(2G1,x) = τG0(see also section 3.2). They lead to additional third-
order terms in the expansion of the free energy and therefore decrease it (cf. section 6.1.2).
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Figure 6.4: (a) One-dimensional quasicrystalline potential consisting of two modulations shown in part (b)
and (c). The wavelengths of the modulations differ by a factor of τ2.

Hence, Das and Krishnamurthy claimed that for certain parameters the quasicrystalline
potential (6.10) induces a stable pentagonal (or decagonal) phase [231], i.e., a phase defined
by five lattice vectors as shown in figure 6.5(a) and, therefore, exhibiting five- or ten-fold
rotational symmetry. However, as we show in the following section, the free energy of the
pentagonal phase has to be compared to the free energy of other possible orderings such as
those pictured in figure 6.5(b)-(d). Especially the rhombic-α phase has a lower free energy
than the pentagonal ordering. The lattice vector G0 of the rhombic-α or rhombic-β phase
is equal to the wave vector Gα or Gβ, respectively. In both cases, the other wave vector of
the potential is ignored completely. The length and direction of the lattice vectors G1 and
G2 are determined by the following requirements: The sum of the three lattice vectors has
to be zero, i.e., G0 + G1 + G2 = 0 and the density has to equal the density of a triangular
lattice, i.e., the corresponding unit cells must have the same area. In the next section,
we present complete phase diagrams determined by Monte-Carlo simulations and a refined
Landau-Alexander-McTague theory. We find no pentagonal but only rhombic ordering.

6.3 Phase behavior

In this section we determine the phase behavior in the one-dimensional quasicrystalline
potential. First, we use Monte-Carlo simulations to calculate a complete phase diagram.
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Then we develop a modified Landau-Alexander-McTague theory, which confirms the results
of the simulations.

6.3.1 Results of Monte-Carlo simulations

The method of Monte-Carlo simulations was shortly introduced in section 4.2. We employ
the same parameter values as Strepp, Sengupta, and Nielaba in [32] (see also section 4.4)
and use a rational approximation of the potential as explained in section 4.3.1.

In figure 6.6 typical snapshots of the equilibrated system for different values of the
potential strength V0 and the inverse screening length κ of the DLVO potential are shown.
We find triangular or rhombic-α ordering as well as the modulated liquid phase. No
pentagonal or decagonal quasicrystal is stable for any set of parameters. On a first glance
the triangular and the rhombic-α phase look quite similar. However, there are easy ways
to distinguish the two lattices. The angle between nearest-neighbor bonds is π/3 in the
triangular phase, whereas in the rhombic-α phase it is arctan

(√
3τ 2/3

)
≈ 0.31π as can

be calculated from the lattice vectors (see figure 6.5 and last paragraph of the previous
subsection). Of course, it is also possible to measure the distances between rows of particles
and compare them to the values expected by the lattice vectors. A very easy way to
distinguish the structures, is to look on the orientation of a hexagon that consists of
the nearest neighbors of a colloid. A hexagon in the rhombic-α phase is rotated by π/2
compared to the hexagon in the triangular phase.

We calculated the following order parameter φ(G1) for each of the possible phases
illustrated in figure 6.5:

φ(G1) =
1

N
〈
∑
i,j

exp[iG1 · (rj − ri)]〉, (6.12)

where the sum is over all colloidal pairs of nearest neighbors and N is the number of such
pairs; G1 is one of the lattice vectors shown in figure 6.5, it depends on the structure whose
order parameter one wants to determine. The order parameter looks similar to a Fourier
component of a density modulation with wave vector G1, however it only considers nearest
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Figure 6.6: Snapshots of Monte-Carlo simulations for different values of the potential strength βV0 and
the inverse screening length κaS . The potential is plotted in the lower part of the figures. The snapshots
show just a small region of the simulation box.

neighbors. The simulation box fits best the pentagonal phase (see section 4.3.1), whereas
the triangular and rhombic phases are weakly distorted on a global scale to fit into the box.
Therefore, summing over all colloidal pairs in equation (6.12) would not lead to correct
results and the local order parameter defined in (6.12) is more appropriate. It is similar
to the one used in [232]. For a triangular and pentagonal lattice a bond orientational
parameter can also be calculated (see section 7.1). However such a parameter is difficult
to determine for a rhombic phase, which only has a two fold rotational symmetry.

Figure 6.7 shows the complete phase diagram and the order parameters for the tri-
angular and the rhombic-α phase as a function of V0 and κ. For the decagonal and the
rhombic-β phase, the order parameters always vanish. As one expects, for weak potentials
we find a transition from triangular ordering for small inverse screening lengths κ into a
liquid for high values of κ. When the laser strength increases, a transition of the triangular
phase into the rhombic-α phase occurs. We also find light induced freezing: Within a
certain range of the inverse screening length, the system shows rhombic-α ordering in the
laser field although it is liquid without external potential. Interestingly at very large laser
intensities, we do not find any periodic or decagonal ordering at all. In principle, one can
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Figure 6.7: (a) Phase diagram and (b) order parameters as defined in (6.12) depending on the potential
strength V0 and the inverse screening length κ. The potential strength is given in terms of the thermal
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starting configuration. To get the phase diagram in (a), we checked for each possible ordering, if the
corresponding order parameter is larger than 0.1. If none of the order parameters is large enough, we
marked the phase as modulated liquid.

melt the system by applying a strong enough quasicrystalline potential no matter whether
the colloids form a stable triangular phase without laser field or not. This is different from
the case of a periodic commensurate potential, where light-induced reentrant melting needs
a liquid phase at zero potential strength (see sections 6.1.1 and 6.1.4). A snapshot of a
system melted by a quasicrystalline laser field of high intensity is shown in figure 6.6(f).
All particles are located in local minima of the potential, i.e., on lines parallel to the y-axis.
The potential wells have an approximate distance of aSτ and their depths are modulated
on the wave length τaS. Therefore, the line density is different in every well. Some wells
are almost empty or at least the probabilities to find a colloid in such wells are very small.
Obviously, the potential induces quasicrystalline ordering in x-direction. The ratio of the
line densities of neighboring wells is usually irrational. As a consequence, it is impossi-
ble to have any periodic ordering along the wells. This explains why there is no periodic
phase for sufficiently large potential strengths and why every periodic ordering is destroyed
by the quasicrystalline laser field. This is a type of light-induced melting different from
the fluctuation-driven melting in a periodic commensurate potential. We will study the
modulated liquid phase at high laser intensities in more detail in section 6.4.

6.3.2 Refined Landau-Alexander-McTague theory

The usual Landau-Alexander-McTague free energy expansion as in (5.4) [see also section
5.1] with some coupling to the potential (cf. section 6.1.2) does not distinguish between the
rhombic-α and of the rhombic-β phase. This is due to the fact that the same number of
triangles occur for the lattice vectors of these phases. In the following we therefore derive
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an extended expansion of the free energy that also includes the elastic energy needed to
deform a lattice, i.e., to change the length of lattice vectors.

The free energy F is expanded with respect to small density variations δρ (r) = ρ (r)−ρ,
where ρ (r) is the density field in real space, e.g., of the mass density, and ρ is the average
density:.

F =

∫
dA

{
−V (r)δρ(r) +

b′

2
[δρ(r)]2 − c1

2
[∇δρ(r)]2 +

c2
2

[
∇2δρ(r)

]2
−d

6
[δρ(r)]3 +

e

24
[δρ(r)]4

}
, (6.13)

As in section 5.1 the integration is over the whole plane and the signs are chosen such that
with positive parameters b′, c1, c2, d and e a phase transition into some stable ordered phase
occurs if b′ is sufficiently small. However, extending the free energy used in section 5.1,
we now include a coupling −V (r)δρ(r) to the external potential V (r) and in the second-
order term we also take into account the first and second derivative of the density field.
Using (6.10) for the external potential and the Fourier expansion for the density variation
δρ(r) =

∑
j ρje

−iGj ·r] where Gj denotes the relevant reciprocal lattice vectors, including
Gα and Gβ, the free energy (6.13) is transformed into its representation in reciprocal space:

F
A

= −V0 (ρα + ρβ) +
∑

j

(
b′ − c1G

2
j + c2G

4
j

)
|ρj|2 (6.14)

−d
6

∑
j,k,l

ρjρkρlδ (Gj + Gk + Gl) +
e

24

∑
j,k,l,m

ρjρkρlρmδ (Gj + Gk + Gl + Gm) .

In the second-order term, the prefactor of |ρj|2 has a minimum for a certain wave number
which we choose to be Gj = G0 so that without external potential we find a phase transition
into the triangular phase. Therefore, the second-order term is rewritten as∑

j

(
b′ − c1G

2
j + c2G

4
j

)
|ρj|2 =

∑
j

(
b′′ − c′

[
G2

j −G2
0

]2) |ρj|2 , (6.15)

with new positive parameters b′′ and c′. Now, the free energy depends on six free parameters
V0, b

′′, c′, d, e, and G0. We rescale the free energy density F/A, the order parameters ρj,
and the lengths of the lattice vectors Gj such that only three free parameters VL, b, and c
remain

F̃
Ã

= −VL (ρ̃α + ρ̃β) +
∑

j

(
b− c

[
G̃2

j − 1
]2)

|ρ̃j|2 (6.16)

−1

6

∑
j,k,l

ρ̃j ρ̃kρ̃lδ (Gj + Gk + Gl) +
1

24

∑
j,k,l,m

ρ̃j ρ̃kρ̃lρ̃mδ (Gj + Gk + Gl + Gm) ,

where we termed the rescaled quantities F̃/Ã, ρ̃j, and G̃j.
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The parameter space is formed by the three parameters VL, b, and c. Their meaning is
explained in the following:

• VL describes the strength of the potential.

• b is the main control parameter, responsible for the transition into an ordered phase
for small values of b. It can be identified with the temperature, the inverse screening
length κ, or the inverse density.

• c is a typical elastic constant that distinguishes soft systems with small c from rigid
ones with large c. This can be seen in the second-order term in (6.16), where any de-
viation from the length G0 of the ideal lattice vector of the triangular phase (rescaled
to 1) is penalized by an increase of the free energy weighted with the factor c.

To calculate the free energy (6.16) for each of the lattices given by the lattice vectors
in figure 6.5, we need to determine the combinations, where three or four lattice vectors
add up to zero. In the following, trivial combinations such as G0 −G0 + G1 −G1 are not
stated explicitly. For the pentagonal phase shown in figure 6.5(a) we find the following
non-trivial relations:

G0 −Gα −Gβ = 0,

G1 + G4 + Gβ = 0,

G2 + G3 + Gα = 0.

G0 −Gα + G1 + G4 = 0.

and G0 −Gβ + G2 + G3 = 0. (6.17)

For the triangular phase [see figure 6.5(b)], one finds

G0 + G1 + G2 = 0,

G0 −Gα −Gβ = 0,

and G1 + G2 + Gα + Gβ = 0. (6.18)

For the rhombic-α phase shown in figure 6.5(c) we have only four reciprocal vectors (Gα =
G0, G1, G2, and Gβ) and there is only the non-trivial relation

Gα + G1 + G2 = 0. (6.19)

Correspondingly, in the rhombic-β phase [see figure 6.5(d)]

−Gβ + G1 + G2 = 0. (6.20)

For the pentagonal ordering Das and Krishnamurthyn did not consider the non-trivial
combinations of four lattice vectors that appear in the fourth and fifth line of (6.17). They
also did not consider any rhombic phases. Therefore, they could predict a stable pentagonal
phase [231], which we do not find.



74 Chapter 6. Colloids in a 1D quasicrystalline potential

10
-4

10
-3

10
-2

0.06

0.07

0.08

0.09

0.1

10
-4

10
-3

10
-2

0.06

0.07

0.08

0.09

0.1

0.06

0.07

0.08

0.09

10
-3

10
-2

10
-1

1

10
-4

10
-2

1

0.06

0.07

10
-3

10
-2

10
-1

1

10
-3

10
-2

10
-1

0.06

0.07

0.08

0.09

0.1

c=10
−2

li
q

u
id

m
o
d
u
la

te
d

(c)

b

tr
ia

n
g
u
la

r α
rh

o
m

b
ic

−

c=10
−4

li
q

u
id

m
o

d
u
la

te
d

(d)

rh
o
m

b
ic

−
α

V

b

(a)

triangular

rhombic−α

V

b

c

c=1(b)

tr
ia

n
g

u
la

rb

m
o
d
u
la

te
d
 l

iq
u
id

L

L

Figure 6.8: (a) Phase diagram showing the regions of stable triangular (dark gray) and rhombic-α (light
gray) phase. In all other regions of the parameter space, a modulated liquid is found. (b)-(d) Phase
diagrams for (b) rigid systems with c = 1, (c) intermediate crystals with c = 10−2, and (d) soft systems
with c = 10−4.

By using (6.16) together with the relations (6.18) to (6.20), we can formulate the free
energies for each of the four possible structures. At a given point VL, b, c of the parameter
space, we minimize the free energies with respect to the order parameters ρ̃j. We assume
that the system has the ordering of the structure with the smallest free energy, if all order
parameters are non-zero. If at least one order parameter vanishes, we term the phase
modulated liquid. Figure 6.8(a) shows the full phase diagram for the whole parameter
space. Figures 6.8(b) to (d) present phase diagrams for constant values of the elastic
constant c. For very rigid crystals (large c), we only find a triangular phase that can
be melted by increasing b or the potential strength VL. In contrast, in very soft systems
triangular order only exists for very small strength VL < 10−5. For intermediate laser
strength a rhombic-α phase is induced. This is even possible if the system is liquid without
any external potential. The situation of intermediate elastic constants c, as shown in
figure 6.8(c), is very close to the simulations (see figure 6.7). Though the predictions of
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a Landau-Alexander-McTague theory for large VL are sometimes not reliable (see section
6.1.2), here even the phase behavior for large laser intensities is in good agreement with
the simulations. Only the small region in figure 6.8(c) where the triangular phase first
melts before it crystallizes into the rhombic-α phase by increasing VL is not found in the
simulations. In the next section we study the dynamics of the modulated liquid at large
potential strength.

6.4 Dynamics: Non-periodic locked phase for large

laser intensities

In systems with a commensurate potential Vext(x) = cos(G0x), only crystals produced
by light-induced freezing can melt at large laser intensities [229, 230] (see also section
6.1.4). In the one-dimensional quasicrystalline potential, light-induced melting is due to
the quasiperiodicity of the potential, which enforces that for very high potential strengths
the number of colloids is different in every potential well. Therefore, periodic ordering is
not possible, i.e., by increasing the laser intensity all periodic crystalline structures can be
destroyed in a quasicrystalline potential. In this section, we study the properties of the
resulting non-periodic phase(s) at high potential strengths.

We perform Brownian dynamics simulations (see section 4.1 for details) of the colloids in
strong laser fields (βV0 = 500) and determine the mean square displacement. We consider
systems with only 195 particle but averaged over 20 independent runs, i.e., for each run
we first use one million Monte-Carlo steps to find an equilibrium configuration and then
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Figure 6.10: Snapshots of simulations with the 1D quasicrystalline laser field for large potential strengths.
The potential is shown in the lower parts of the figures.

started the Brownian dynamics simulations. The mean square displacement is determined
according to 〈

r2(t)
〉

=
〈
|r(t)− r(0)− 〈r(t)− r(0)〉|2

〉
, (6.21)

i.e., 〈r2(t)〉 is corrected by movements of the center of mass and therefore the random
motion of the whole system does not affect the results. In figure 6.9 the time dependence
of the mean square displacement is shown. There is a crossover from subdiffusion 〈r2〉 ∝ t0.5

on short time scales (reminiscent to single-file diffusion) to normal diffusion 〈r2〉 ∝ t in
the asymptotic long time limit. Single-file diffusion usually occurs for particles, which are
confined in a one-dimensional channel and cannot pass each other (see e.g. [51–53,233,234]).
In our system we observe a similar diffusion process on time scales, where colloids in
neighboring walls do not pass each other. For very small inverse screening lengths κaS, a
crossover into the regime of normal diffusion is not observed, i.e., for small κaS the colloids
do not pass particles in neighboring wells even on long time scales. Hence, there is a
transition into a dynamically locked state. The transition takes place between κaS = 10.2
and κaS = 10.3. However, there are no differences visible in snapshots of the modulated
liquid and the locked phase (see figure 6.10). In the locked phase the number of colloids
within a certain potential well is the same as in the modulated liquid phase. No periodic
ordering along the wells is possible and the locked phase cannot be crystalline. Perhaps
there is some quasicrystalline order along the wells. However, all differences we have found
so far between the modulated liquid and the locked phase concern their dynamics.

To further study the transition from the modulated liquid into the non-periodic locked
phase, we considered the mean square distance of colloids that were nearest neighbors at
time t = 0, i.e.,

〈
r2
NN(t)

〉
=

〈
1

N

∑
j

1

nNN

∑
k∈NNj(t=0)

|rj(t)− rk(t)|2
〉
. (6.22)

Note that 〈r2
NN(t)〉 is similar to the modified Lindemann parameter [215, 235, 236]: In the
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Figure 6.11: Time dependence of the mean square distance of colloids that were nearest neighbors at time
t = 0.

modified Lindemann parameter usually the mean distance between nearest neighbors is
subtracted before the distance is squared. Such a substraction does not make sense in our
system because the nearest neighbor distance is not even close to the mean distance.

In figure 6.11 the time dependence of the mean square distance is shown. In the
modulated liquid it grows linearly in time, whereas in the locked phase it stays almost
constant, i.e., nearest neighbors remain nearest neighbors. By linear fits we determined the
effective diffusion constant DNN as defined in 〈r2

NN〉 = 4DNNt. We plot DNN as a function
of the inverse screening length κas in figure 6.12. Obviously, the effective diffusion constant
is useful as an order parameter to indicate the transition from the modulated liquid to the
locked phase. It is zero in the locked phase and non-zero in the modulated liquid. This is
different from usual order parameters, which are zero in the disordered phase and non-zero
in the low-symmetry phase. Therefore, DNN can also be seen as a disorder parameter. At
the transition, DNN is continuous in κaS.

Since the phase transition in our system is described by its dynamical properties, it
might resemble the glass transition. However, in our case the locked phase is a real equi-
librium phase, whereas in a non-ergodic glass the glassy phase is approached dynamically
by fast cooling to prevent crystallization. Most glasses are characterized as non-ergodic
systems, i.e., not all possible micro states are approached by the temporal evolution of the
system. A Monte-Carlo simulation would relax such a glassy system to the equilibrium
state, which usually corresponds to a crystalline state and not to a glassy state. In our
system it is possible to find the locked state by Monte Carlo simulations. Therefore, the
colloids in a quasicrystalline potential are closer to a geometrical frustrated system, i.e., a
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system that cannot crystallize for pure geometric reasons. A classical example of a frus-
trated system is a two-dimensional spin model of an antiferromagnet, where the spins sit
on a two-dimensional triangular lattice and energetically prefer to be antiparallel to neigh-
boring spins [237]. Since this is impossible, the system is prevented from crystallisation
and stays in a disordered state known as quenched disorder. Such a system is also called
spin glass, though it is ergodic. Another example of frustration is a fluid of hard disks
that is prevented from crystallization by curvature of the plane [238]. In systems with
quenched disorder the ground state is usually degenerated, i.e., there are many disordered
states with the same energy. In our case crystallization is prevented by the irrational ra-
tio of the occupation numbers of neighboring potential wells with colloids and therefore
a frustrated state is reached. So far we cannot exclude that some quasicrystalline order
exists in y-direction. If there is such a quasicrystalline ground state, its realizations for
different phasonic displacements possibly correspond to the degenerated ground states of
a system with quenched disorder. We may not have found any quasicrystalline ground
state so far because the free energy of some disordered states is only slightly higher than
the ground-state energy. A way to improve the simulations in order to identify possible
quasicrystalline order is proposed in section 6.7.



6.5. Experimental results 79

∼0.31 π

π/3

(b)(a)

Figure 6.13: Micrographs of an aqueous colloidal suspension of charged polystyrene spheres (with diameter
2.4 µm on a 1D quasicrystalline substrate created with interfering laser beams. The colloids form (a) a
triangular lattice for small laser intensities and (b) a rhombic-α-phase for higher potential strength. The
two phases can be distinguished by measuring the angles as shown in the figures (see also section 6.3.1).
Experiment and micrographs by J. Baumgartl [239].

6.5 Experimental results

Some results of the simulations and the theory were verified experimentally by J. Baumgartl
[239], e.g., a transition from a triangular phase for small potential strength [see figure
6.13(a)] towards a rhombic-α-phase for higher laser intensities [see figure 6.13(b)] was
found. However, the non-periodic locked phase for very large potential strengths described
in the last subsection has not been observed yet in experiments since the rhombic-α phase
is kinetically stabilized against the modulated liquid by large potential barriers.

6.6 Other quasicrystalline potentials

We also used other quasicrystalline potentials for the simulations. For example, a potential
with wells of equal depth and distances corresponding to the Fibonacci chain (see section
3.2). In another potential, the wave vectors of the modulation fit to the y-projection
of the decagonal lattice vectors shown in figure 3.5. For all potentials we tried, we did
not find any stable two-dimensional quasicrystalline ordering. Usually for intermediate
strengths of the potential, the colloids order in a rhombic way and only one possible length
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scale of the potential is represented in the ordering, all other length scales are ignored.
For large potential strengths, the periodic phases melt into a modulated liquid. From
the results of subsection 6.4 we expect that the phase for large laser intensities is also a
locked, frustrated phase without any periodicity. This is different for periodic potentials,
where rhombic phases are also observed (see section 6.1 or [240] as an example for a non-
commensurate potential). However, these are even stable for very large potential strengths
since there frustration does not occur.

6.7 Summary and Outlook

We studied a two-dimensional colloidal system in a one-dimensional quasicrystalline po-
tential obtained by the superposition of two modulations characterized by the wave vectors
τG0ex and (−1/τG0)ex, where τ is the number of the golden ratio (see section 3.2) and
G0 is related to the nearest neighbor distance aS in a triangular crystal via aS = 2π/G0.
We determined the phase diagram by using Monte-Carlo simulations and by applying the
Landau-Alexander-McTague theory. We found a triangular to liquid phase transition for
weak potentials. For intermediate laser intensities the system is in a rhombic phase, i.e.,
the colloids lock to the modulation given by τG0ex and ignore the other one. For large
potential strengths the colloids can only move in the potential wells. Due to the varying
depths of the wells, the numbers of colloids occupying the wells are different. Usually the
ratio of these numbers for neighboring wells is irrational and therefore periodic ordering
along the well direction is not possible. Using Brownian dynamics simulations, we found a
transition from a modulated liquid at large inverse screening lengths κ into a locked phase
at small κ. In the locked phase the colloids of neighboring wells no longer pass by each
other and system is frustrated since periodic order is impossible.

The Brownian dynamics simulations of the modulated liquid and the locked phase are
performed for a two-dimensional system. Because fluctuations out of the well minimum can
be neglected for large strengths of the potential, a simpler model using particles that can
only move on lines is sufficient to describe the properties at large laser intensities. Such a
simplified model should be used in future works. It has the advantage that simulations are
much faster and therefore the system size can be increased to prevent possible finite-size
effects. In addition the statistics is easily improved, which allows to study the behavior
close to the phase transition in more detail. Furthermore, very long simulation runs may
help to reveal any possible quasicrystalline ordering along the wells.

The potential strengths needed to obtain the locked non-periodic phase are usually to
large for experiments. However, a frustrated locked state can also be achieved in any line
potential (even a periodic one) if the line potential is strong enough to prevent colloids to
jump from one line to the other. A non-periodic phase is realized by placing colloids into
the wells in a way that the ratio of the numbers of colloids in neighboring wells is irrational.
Note the resulting locked non-periodic phase is not an equilibrium phase then, however it
is close to the theoretical equilibrium phase obtained in very strong quasicrystalline laser
fields.
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Chapter 7

Colloidal ordering in a decagonal
potential

In this chapter we study the ordering of colloidal particles in the decagonal potential. In
section 7.1 we present phase diagrams determined by Monte Carlo simulations and discuss
the observed phases with ten-fold, twenty-fold, and without bond orientational order and
a phase reminiscent to an Archimedean tiling. We compare our findings to experimental
results in section 7.2 and study the effect of phasonic displacements, drifts, and distortions
in section 7.3. Finally we conclude in section 7.4. Reference [D] is based on some parts of
this chapter.

7.1 Phase behavior

We usually characterize the phases with the bond orientational order parameter which
we introduce in subsection 7.1.1. In the following, the density is qualified by the particle
spacing aS of the ideal triangular lattice. At a density corresponding to a particle spacing
of aS = 0.7aV , the colloids exactly occupy all local minima of the decagonal potential.
We use this density to distinguish between the low-density case (aS > 0.7aV ), which we
study in subsections 7.1.2 and 7.1.3, and the high-density case (aS < 0.7aV ) investigated in
subsections 7.1.4 and 7.1.5. The parameters for the simulations were given in section 4.4.
They are chosen such that for zero potential the phase transition from the solid triangular
to the liquid phase is observed in both the low and the high density cases. Finally, in
subsection 7.1.6 we determine pair correlation functions to get a deeper insight to the
phase behavior.

7.1.1 Bond orientational order parameter

A translational order parameter (like the one used in section 6.3) is not as suitable as
an order parameter that measures the orientational symmetry. Here we use the bond
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θ jk

j

k

Figure 7.1: The bond orientational order parameter uses the directions of bonds between nearest neighbors.
A detailed explanation is given in the text.

orientational order parameter

ψm =

〈∣∣∣∣∣ 1

N

N∑
j=1

1

nj

nj∑
k=1

eimθjk

∣∣∣∣∣
〉
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where the inner sum is over all nj nearest neighbors of colloid j, N is the total number of
particles, and θjk is the angle of the bond connecting colloids j and k given with respect
to some arbitrary reference direction (see figure 7.1). The ensemble average in equation
(7.1) is calculated over 1000 configurations taken every 100 steps as described in detail in
section 4.2. We are particularly interested in bond orientational order with m = 6, 10, or
20, which characterizes phases with nearest neighbor bonds that point, respectively, along
6, 10, or 20 equally distributed directions around the central colloid. In the phase diagrams
a m-fold bond order is assigned to the phases if ψm > 0.1. In particular, we call phases
with ψ6 > 0.1 triangular including structures where only domains of triangles occur with
the same orientation. The order parameter ψm in equation (7.1) is defined such that ψm

becomes non-zero if within one configuration the number of bonds in m equally distributed
directions exceeds the number of bonds in other directions. In another direction these m
directions may be different meaning that the configuration is rotated as a whole. However,
if within one configuration two or more domains exist with different preferred directions,
then ψm vanishes. Therefore, a phase possesses a m-fold bond orientational order only
if a long-range orientational order exists throughout the colloidal configuration. We also
checked that the choice of the threshold value 0.1 hardly affects the phase boundaries.

Before we analyze the Monte-Carlo simulations, we calculate the order parameters ψ10

and ψ20 for ideal colloidal patterns created by placing particles directly at the positions of
local potential minima: First we determine all local minima in a certain region (cf. section
3.3.3) and then fill them by first placing a particle in the deepest one. We proceed by
placing further colloids in the deepest unoccupied minima until the requested density is



7.1. Phase behavior 83

 0.88

 0.92

 0.96

1.00

 0  1  2  3  4  5  6  7  8  9

b
o
n
d
 o

ri
e
n
ta

ti
o
n
a
l 
o
rd

e
r 

p
a
ra

m
e
te

r 
ψ

1
0
, 

ψ
2

0

particle spacing aS/aV

ψ10
ψ20

Figure 7.2: Order parameters ψ10 and ψ20 for a pattern of colloids constructed by placing them at the
positions of the deepest minima up to a density corresponding to a triangular lattice with particle spacing
aS .

reached. Figure 7.2 shows the order parameters ψ10 and ψ20 as a function of the colloidal
density given by the particle spacing aS of an ideal triangular lattice. The curve starts
at aS ≈ 0.7aV , where all local minima are occupied. Obviously, the value of ψ10 strongly
depends on the density whereas ψ20 is almost constant. For most densities ψ20 > ψ10, i.e.,
the potential allows 20 bond directions however 10 of them are preferred. The positions
of neighboring maxima in ψ10 are related to each other by a factor equal to the number of
the golden ratio τ = (1 +

√
5)/2, which reveals some self-similar properties.

7.1.2 Low-density case

Figure 7.3 shows the phase diagram for the low-density case in the parameter space given
by the particle spacing aS versus potential strength V0. For weak potential strengths,
i.e., when the colloidal interactions dominate the phase behavior, a phase transition from
the triangular (ψ6 > 0.1) to the liquid (ψm ≈ 0 for all m) phase is observed. On the
other hand, at sufficiently large V0 a decagonal quasicrystalline phase with ten preferred
bond directions (ψ10 > 0.1) is favored by the decagonal potential. The interesting phases
occur for intermediate potential strengths, where a quasicrystalline phase with twenty bond
directions is found, i.e., where ψ20 > 0.1 but ψ10 ≈ 0. It is bounded by the solid and dashed
lines. We will study it in more detail in the next subsection. The dotted line indicates
the border of a triangular-quasicrystalline coexistence region, where we find that both the
triangular and the quasicrystalline order parameters are non-zero.
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lattice. The symbols denote the order parameters that are larger than 0.1. If all order parameters are
close to zero a small cross is plotted. The phase boundaries are drawn as guide to the eye. Note there is
a coexistence region, where ψ6 and ψ20 or ψ10 are larger than 0.1. A detailed description is given in the
text.

7.1.3 Phases with ten or twenty bond directions

To understand the occurrence of the intermediate phase with 20 bond directions in figure
7.3, we draw possible bond directions in the representation of the decagonal potential (see
figure 7.4). The full lines indicate 10 directions where predominantly deep minima are
found. They are occupied for large potential strengths and, therefore, the phase with 10
bond directions is stable. If the potential strength is decreased, the colloidal interactions
become more important and some particles are pushed to more shallow minima situated
along the dashed lines in figure 7.4 in order to increase the interparticle distance. When
the colloids occupy all 20 bond directions uniformly, ψ10 vanishes and ψ20 > 0.1 indicates
the 20-fold bond orientational order.

Figure 7.5 shows snapshots of the two quasicrystalline phases. In (b), where 10-fold
bond order exists, one can identify lines formed by the particles and oriented along the 10
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a
V

Figure 7.4: Bond directions in the decagonal potential. If only the deepest minima are considered, 10 bond
directions exist (solid lines). If also more shallow minima are included, 20 bond directions are possible
(solid and dotted lines).

20 bond directions 10 bond directions
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S BV B(a) a  /a  =2.5, V  =8 k  T0 (b) a  /a  =2.5, V  =20 k  T0

Figure 7.5: Snapshots for particle positions for the two quasicrystalline phases with (a) 20 and (b) 10
bond directions. Examples for the bonds are given. In (a) the dashed lines indicate the additional bond
directions of ψ20. In (b) lines formed by particles are visible.
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Figure 7.6: Snapshots of particle positions of the phase with ten bond directions for different densities.

bond directions. Examples of these directions are given. In (a) additional bond directions
for the 20-fold bond order are indicated. However, clear lines occupied by the particles
are hard to recognize. Note that even the snapshots of the phase with 10 bond directions
look different depending on its density. At certain densities [see e.g. figure 7.6(a) and (c)],
circles of particles can be drawn around a center colloid. These are the densities, where the
ψ10 order parameter plotted in figure 7.2 is close to one. For other densities [see, e.g., figure
7.6(b)], several colloids besides the center particle are located inside the circle. However,
there are not enough colloids to form a new, smaller circle.

7.1.4 High-density case

Figure 7.7 shows the phase diagram for large colloidal densities. The phase behavior for
small and high potential strength is similar to the low-density case described in subsection
7.1.2, i.e., there is a triangular to liquid transition for small and a decagonal phase for large
laser intensities.

However, the intermediate phase does not display any bond orientational order. We
checked that ψm ≈ 0 for m = 6, 10, 12, 15, 20, and 30. The occurrence of such a phase
without any apparent bond orientational order can be understood as follows: All the
minima of the decagonal potential are occupied by particles and an excess of colloids has
to fill the space between the minima. This precludes any 20-fold bond orientational order.
From the theory of melting on incommensurate substrates [24, 25] (see also section 5.3),
one would at least expect an intermediate phase with thirty bond directions where the six
triangular directions lock into the ten preferred directions of the potential. However, from
the simulations we find that ψ30 is close to zero in all points of the intermediate phase,
probably because very small displacements, caused by interactions with other particles and
with the substrate, can easily destroy any detectable 30-fold bond order. We also performed
Monte-Carlo simulations where within one million Monte Carlo steps we slowly decreased
the temperature to zero. In the intermediate regime, the resulting patterns usually did not
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text.

reveal any bond orientational order. Therefore, it is not just due to thermal fluctuations
that prevent any bond orientational symmetry. The potential itself does not seem to allow
any orientational order.

In addition, the disordered phase seems to change from a liquid to a solid with increas-
ing density. We tried to determine this phase transition by calculating the mean square
displacement of the colloids using Brownian dynamics simulations (see figure 7.8). The
differences in the time dependence of the mean square displacement are not as pronounced
as for the phase transition from the modulated liquid into the locked non-periodic phase
described in section 6.4. The asymptotic regime was not yet reached within our Brownian
dynamics simulations and we have not found any obvious phase transition so far. Only
within the phase with Archimedean-like tiling (see also section 7.1.5) for aS/aV ≈ 0.8, the
mean square displacement stays very small, indicating that the colloids are firmly bound to
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Figure 7.9: Snapshots for particle positions of the phase with ten bond directions for different densities.
Note, the density in figure (b) corresponds to one particle per minimum. In (a) there are less colloids than
minima, in (c) there are more.
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the lattice positions of the Archimedean-like structure. For other densities, the curves for
βV0 = 20 shown in figure 7.8 as well as corresponding curves for other potential strengths
seem to group: For low densities, the colloidal motion is diffusive corresponding to the
dynamics of a liquid. For larger densities (below the dashed line in figure 7.7), the mean
square displacement increases much slower. Perhaps this is due to a solid phase where the
particles can diffuse within a region that is large compared to the area around a minimum.
For example, colloids can move on circular trajectories in the regions of the shallow wells
that form rings around the very deep minima. Another possibility is, that some particles
are pinned to the potential while others can float around them. Therefore, the transition
that we mark as liquid to solid transition can also be a transition between different solid or
liquid phases. Studying the dynamics in more detail and extending the Brownian dynamics
simulations to much longer times will be important for future works.

Finally, we want to comment on our observation, that snapshots of the phase with
ten bond direction sometimes appear very different depending on the density (see also
figure 7.6 in subsection 7.1.3). For the density of the colloidal patterns shown in figure
7.9(a) and (c) almost complete circles formed by particles exist whereas in figure 7.9(b)
the most striking structures are pentagons. The circles correspond to circles [figure 7.9(a)]
or double circles [figure 7.9(c)] of potential wells around a very deep minimum (cf. section
3.3.2). Colloids of a partially filled inner circle [as in figure 7.9(b)] are usually placed in
a way that they are located on the edge of large pentagons. Therefore the pentagons are
extraordinary conspicuous for densities with partially filled circles.

7.1.5 Archimedean tiling

At densities with particle spacing aS/aV around 0.58 the triangular ordering reaches deep
into the region where bond-orientational order is not expected (see figure 7.7). As we
demonstrate in this section, the extraordinary stability is due to a very special structure.

In figure 7.10 we show the Delaunay triangulation of the colloidal patterns for some
of the simulation results. For better visibility, all bonds that are longer than 1.1aS are
not shown. Interestingly, in figures 7.10(c) to (f) domains of a highly ordered structure
are visible. This structure corresponds to an Archimedean tiling of type (33.22) [see figure
7.11(a)] and consists of rows of squares and triangles. Sometimes there are also two rows
of triangles enclosed by the rows of squares [see figure 7.11(b)]. Archimedean tilings are
interesting complex structures which can also be found on periodic substrates [241,242, C].
They are composed of regular polygons and characterized by the number and type of
polygons that are grouped around one node [143]. For example, in an Archimedean tiling
of type (33.22) one finds three triangles and two squares when going around a vertex [see
arrow in figure 7.11(a)]. On the decagonal substrate the square rows of the Archimedean
tiling of type (33.22) or its modified version with double triangular rows can appear with
five different orientations corresponding to the directions of the lines of low intensities in
the laser fields. Usually a domain with one specific orientation is quiet small and within
one colloidal configuration domains of two or three different orientations coexist.
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Figure 7.10: Delaunay triangulation of colloidal patterns obtained by Monte-Carlo simulations. Bonds
that are longer than 1.1aS are not shown. A detailed description of the observed phases is given in the
text.
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(b) modified AT(a) AT of type (3  .4  )23

Figure 7.11: (a) Archimedean tiling (AT) of type (33.22) and (b) modified AT with double rows of triangles.
The Archimedean-like tiling observed in our simulations is a combination of these structures (see figure
7.12).

For the Archimedean-like tiling the distances between the square rows behave as in a
Fibonacci chain, i.e., short distances corresponding to a single row of triangles and long
distances due to a double row of triangles are ordered in the same way as the short and
long distances in a Fibonacci chain (see figure 7.12).

Archimedean-like tilings for colloids in decagonal laser fields were first observed in
experiments by Mikhael et. al. [191] (see also section 7.2). Structures found by Ledieu
et. al. [11] for Cu atoms on the surface of the icosahedral quasicrystal Al70Pd21Mn9 may
correspond to such tilings.

By analyzing the Delaunay triangulations of colloidal snapshots, we find the Archimedean-
like tiling in a very small density range with 0.577 ≤ aS/aV ≤ 0.585 which is framed by
a dotted line in figure 7.7. Triangles dominate these structures and therefore usually
ψ6 > 0.1.

In the following, we calculate the density (or aS/aV ) where an Archimedean-like tiling
is expected to fit best in the decagonal potential. The orientations of the rows of the
Archimedean-like tiling correspond to the directions of the lines of low intensities in the
decagonal laser fields. As described in section 3.4.3, an average of the decagonal poten-
tial over these directions leads to an one-dimensional potential that is the sum of two
modulations [cf. equation (3.34)]. The wavelengths of these modulations are

λ1 =
2π

k1

=

√
5 +

√
5

10
aV ≈ 0.851aV

and λ2 =
2π

k2

=

√
5−

√
5

10
aV =

λ1

τ
≈ 0.526aV , (7.2)

where τ is the number of the golden ratio. The positions of the minima of the averaged
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S               L            S            L               L            S            

Figure 7.12: Archimedean-like tiling pattern for aS/aV = 0.577 and V0/(kBT ) = 20. The sequence of short
and long distances between the rows of squares corresponds to the sequence of S and L in a Fibonacci
chain (cf. section 3.1.3).

potential are roughly given as multiples of λ2, however their exact positions and their
depths are modulated with λ1. The Archimedean tiling of type (33.22) [see figure 7.11]
best fits the potential, if the sum of the heights of one row of triangles and and the height
of one row of squares equals two wavelengths λ2. For the modified Archimedean tiling [see
figure 7.11(b)] the height of two rows of triangles and one row of squares has to be 3λ2.
Therefore, the length aAT of the edges of the squares and triangles in the Archimedean
tiling are

aAT =
2

1 +
√

3
2

λ2 ≈ 0.563aV for an Archimedean tiling of type (33.22)

and amod−AT =
3

1 + 2
√

3
2

λ2 ≈ 0.577aV for a modified Archimedean tiling. (7.3)

This corresponds to a density given by the particle spacing aS of the ideal triangular lattice
with

aS,AT =
4
√

3

3

√
√

3− 3

2
λ2 ≈ 0.585aV for an Archimedean tiling of type (33.22)

and aS,mod−AT =

√
3−

√
3λ2 ≈ 0.592aV for the modified Archimedean tiling. (7.4)

Since the averaged potential is quasiperiodic, none of the periodic structures described
above fits the potential very well. In the simulations, we found that the sequence of the dis-
tances between the square rows are given by a Fibonacci chain and therefore Archimedean-
like tiling that appears in the decagonal potential is a combination of the Archimedean
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Figure 7.13: Delaunay triangulation of point patterns without bonds longer than 1.1aS . Archimedean-like
tiling can be observed. The particle spacing aS is roughly by a factor of τ larger than for the Archimedean-
like tilings in figure 7.10. The parameters of the low density case are used (see section 4.4), only the charge
of the colloids is set to Z∗ = 20000.

tiling of type (33.22) and the modified one. In the observed Archimedean-like tiling, the
probability to find double rows of triangles is τ -times the probability to find single rows of
triangles (see section 3.2). Therefore, one finds

afib−AT =
3τ + 2(√

3 + 1
)
τ +

√
3/2 + 1

λ2 ≈ 0.573aV

and aS,fib−AT =

√
2
√

3

3

3τ + 2(√
3 + 1

)
τ +

√
3/2 + 1

λ2 ≈ 0.590aV . (7.5)

The particle spacing aS,fib−AT for the theoretically predicted Archimedean-like tiling
therefore is just slightly larger than the one found in the simulation, which ranges from
approximately 0.577 to 0.585. The difference probably is due to the imperfections of the
patterns in simulations, which lead to higher densities compared to perfect structures.

Note that the Archimedean-like tiling can also lock to the distance λ1 = τλ2. The ideal
density for such a structure with the characteristics of the Fibonacci chain then is

aS,λ1−fib−AT = τaS,fib−AT ≈ 0.954aV . (7.6)

This structure can be observed in simulations (see figure 7.13) and in experiments [20].
No Archimedean-like tilings were found for even more dilute systems corresponding to
distances τλ1, i.e., they seem to be restricted to densities determined by the wavelengths
λ1 and λ2.
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7.1.6 Pair correlation function and structure factor

In figure 7.14 we plot the pair correlation functions g(d) for several colloidal patterns,
which is given by the probability to find two colloids with a distance d. In figure 7.14(a)
g(d) is plotted when the colloids are only allowed to occupy the potential minima; namely
all of them (full line) or just the deepest one (dotted line). Clearly, in the second case
a few distances are preferred. The arrows indicate peak positions that follow from their
left-hand neighbors by multiplication with the number of the golden ratio τ , which again
reveals a self-similar property of the decagonal potential. The pair correlation function
[figure 7.14(b)] determined from Monte-Carlo simulations indicates for small V0 a clear
peak close to d = aS = 2aV , as expected for the ideal triangular phase. For increasing
potential strength V0, new peaks start to develop in the quasicrystalline region at positions
of the deepest minima but they are still quite broad so that only ψ20 is non-zero (dashed
line). Just crossing the phase boundary to the 10-bond-direction phase, the peaks become
more pronounced (dotted line) meaning that the colloids settle more and more into the
deepest minima. Furthermore, for densities with aS around 1.85, the quasicrystalline
phase with 20 bond directions only exists in a very small range of V0 (cf. figure 7.3). This
is understandable from the pair correlation functions in figure 7.14(c). They show that
the main peak in the triangular phase is already close to one pronounced peak of the
ideal g(d) in figure 7.14(a). As a result, the colloids can settle into the deepest minima
of the decagonal potential without the need of strong rearrangements and, therefore, the
20-bond-direction phase hardly occurs.

In figure 7.14(e), we plot the pair correlation function for aS = 0.56 for increasing
potential strengths V0. The most pronounced peak is just determined by the colloidal
density. During the transition from the triangular (ψ6 > 0.1) to the disordered (ψm < 0.1)
phase, g(d) changes so that the other peaks better fit to the ideal pair correlation function
in figure 7.14(a). The pair correlation functions of the Archimedean-like tiling shown
in figure 7.7(d), the peaks (besides the highest one) fit very well to the ideal g(d) in
figure 7.14(a). Therefore, this ordering is extraordinary stable and the transition into the
disordered phase is delayed to larger V0. The observation that the Archimedean like tiling
fits to the decagonal potential very well is also discussed in [191].

Finally, in figure 7.15, we plot the two-dimensional direct correlation functions for the
liquid and the phases with 10 or 20 bond directions. We also calculated the corresponding
structure factors, which are the Fourier transformed of the direct correlation functions.
The structure factors confirm the long-range order of the quasicrystalline phases. Since
sometimes it is hard to determine the actual symmetry by just calculating the correlation
functions or the structure factors, the quantitative method that employs the bond orien-
tational order parameter is more appropriate to quantitatively analyze colloidal ordering.
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Figure 7.14: Pair correlation function g(d) as a function of the particle distance d: (a) for colloids placed at
the positions of all minima (solid line) or of all minima deeper than −0.7V0 (dotted line) in the decagonal
potential, (b-d) determined by Monte-Carlo simulations in the low (b,c) and high (d,e) density case. In
each graph, g(d) is drawn for constant aS/aV and several strengths V0.
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Figure 7.15: (a-c) Two-dimensional direct correlation functions and (d-f) structure factors for (a,d) the
liquid for βV0 = 5, (b,e) the phase with 20 bond directions for βV0 = 10, and (c,f) the phase with 10-fold
bond orientational order for βV0 = 20. In all cases, the density is given by aS/aV = 2.25. One quadrant
for each of the plots was calculated, the other quadrants are mirror images.

7.2 Comparison to experimental results

In the experiments performed at the University of Stuttgart by J. Mikhael, L. Helden,
and C. Bechinger the decagonal laser field (see figure 7.16) is realized by five linearly
polarized laser beams that are arranged along the edges of a prism with pentagonal basis
and then interfere to create the potential (cf. section 3.3). The colloidal suspension is
confined between two class plates. By pushing the colloids against the lower glass surface
with an additional laser beam with a broad focus, they can only move in two dimensions.
A boundary is created with the help of a laser beam that rotates along a circle around
the region that contains the colloidal system to be studied. By changing the radius of
the circle, the density can be adjusted. The interaction strength is regulated via the
concentration of counter ions in the suspension. Highly charged polystyrene spheres with
radius R = 1.45 µm and a polydispersity of about 4% dispersed in deionized water are
used. The mean particle spacing is about aS = 4.6 µm. Usually the laser power is gradually
increased up to 10 Watts. The positions of the colloids are determined via video microscopy.
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Figure 7.16: Decagonal laser field in experiment. Experiment and photograph by J. Mikhael [20].

In figure 7.17 a micrograph of the decagonal phase at high laser intensities is shown.
Archimedean-like tilings were first observed in the experiments (see figure 7.18 and [191])
and can be found at different densities probably because the systems locks into the two
length scales λ1 and λ2 introduced in section 7.1.5.

As in the simulations, domains of an Archimedean-like tiling with different orientations
are found in experiments. However, one direction usually seems to be preferred and there-
fore large domains of an almost perfect Archimedean-like tiling with just one orientation
can be observed. Very likely, this is caused by a small imperfection in the experimentally
created potential. If for example not all angles of the laser beams with respect to the sam-
ple plane are equal, the lengths of the projected wave vectors Gj may vary. If one of the
vectors Gj is slightly different from the others, this corresponds to a gradient in the phase,
which is equivalent to a combination of a constant phononic and phasonic strain along a
certain direction in the decagonal potential [178]. Because in a potential with such a phase
gradient the lines of low intensities are all finite except those in the gradient direction (see
figure 7.19), the orientation along this direction is preferred by the Archimedean-like tiling
(see also section7.3.4).
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Figure 7.17: Decagonal ordering in experiment. Experiment and micrograph by J. Mikhael [20].

Figure 7.18: Archimedean-like tiling in experiment. Experiment and micrograph by J. Mikhael [20].
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Figure 7.19: Theoretically calculated decagonal potential with a gradient in the phase ϕ0 attached to wave
with wave vector G0: ϕ0 = 0.2x/aV . It creates a gradient in the phononic and phasonic displacements
along the x-direction. The lines of low intensity are infinite in x-direction, but finite in all other directions.

7.3 Phasonic displacements and drifts

In this section, we shortly demonstrate how the colloidal system can be used to study the
properties and consequences of phasonic displacements, gradients, and drifts.

7.3.1 Rearrangements in a decagonal quasicrystal

First we demonstrate how a phasonic flip in a decagonal pattern can be induced by a
change of the phasonic displacement of the potential.

Figure 7.20 shows patterns within the decagonal phase before and after a phasonic
displacement, i.e., the phasonic displacement is wx = 0 on the left-hand side and wx =
0.1aV on the right; wy is 0 in both cases. The pattern is decagonal independent of the
displacement, however the orientation of some of the sketched pentagons has changed.
It seems that always two neighboring pentagons flip their orientation at the same time.
Furthermore, the row of pentagon does not change its y-position, which is probably due to
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Figure 7.20: Inducing a phasonic flip: Colloidal point patterns within the decagonal phase (aS/aV = 0.65,
V0/(kBT ) = 1000) for wx = 0 (left) and wx = 0.1aV (right). The flipping pentagons are marked by dotted
circles.
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Figure 7.21: Inducing a phasonic flip: Delaunay triangulation of colloidal point patterns (without bonds
longer than 1.1aS) for the Archimedean-like tiling (aS/aV = 0.577, V0/(kBT ) = 20) for wy = 0 (left) and
wy = 0.015aV (right). The flip in the Fibonacci chain is marked by dotted circles.

the fact that the horizontal lines of low laser intensity are not affected by a change of wx

(see section 3.4.3).

7.3.2 Rearrangements in an Archimedean-like tiling

Here we want to demonstrate the consequences of a phasonic displacement on the Archimedean-
like tiling. Figure 7.21 shows patterns of the Archimedean-like tiling for different phasonic
phases wy. Note a whole row of triangles and a row of squares have interchanged their
position on the right-hand side of figures 7.21. Therefore, phasonic flips occur in the se-
quence of the distances between the square rows that corresponds to a Fibonacci chain (cf.
sections 3.1.3 and 3.4.1).

If the phasonic displacement is changed such that the lines of low intensity in the
direction of the square or triangular rows are not shifted, the whole Archimedean-like
tiling is not affected by the phasonic displacement.
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Figure 7.22: Stabilization by a phasonic drift: Delaunay triangulation of colloidal point patterns (without
bonds longer than 1.1aS) for the Archimedean-like tiling (aS/aV = 0.577, V0/(kBT ) = 20) without
phasonic displacement (left) and in a potential with a phasonic drift of ∆wx = 104aV per Monte-Carlo
step (right). The small graph on the right-hand side shows the potential averaged over wx depending on
y [see also equation (3.34)].

7.3.3 Stabilizing the Archimedean-like tiling by a phasonic drift

Fluctuations in wx or a steadily growing wx orients the Archimedean-like tiling along the
x-direction. This is demonstrated in figure 7.22) for a phasonic drift ∆wx = 104aV per
Monte-Carlo step. Domains that are not oriented along the x-direction are reduced because
a change in wx would always displace the rows of squares and triangles in the Archimedean-
like tiling except when they are oriented along the x-direction. A colloid in a decagonal
laser field with a fast phasonic drift in wx-direction can be considered as a particle in an
effective potential that is the decagonal potential averaged over wx (see right-hand side of
figure 7.22). As introduced in section 3.4.3, the average of the decagonal laser field over wx

corresponds to the average over x and does not depend on y. Such an averaged potential
only supports domains of Archimedean-like tiling oriented in x-direction. In summary,
phasonic fluctuations or drifts help to create large domains of Archimedean-like tilings.

7.3.4 Stabilizing the Archimedean-like tiling by a phasonic gra-
dient

Another possibility to reduce the domains of Archimedean-like tiling that are not oriented
along the x-direction is to induce a phasonic gradient in x-direction. Such a gradient
destroys all continuous lines of low intensity in the potential landscape, except those in
x-direction (see also section 3.4.3). Therefore, in a potential with a phasonic gradient, the
Archimedean-like tiling is mainly oriented along the phasonic gradient (see figure 7.23).
This very likely is the reason for the very large domains of Archimedean-like tiling found
in experiments that preferentially orientate along the same direction. A phasonic gradient
field is caused when the laser beams are not perfectly adjusted (see also section 7.2).
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Figure 7.23: Stabilization by a phasonic gradient: Delaunay triangulation of point patterns (without bonds
longer than 1.1aS) for the Archimedean tiling like phase (as/al = 0.577, V0/(kBT ) = 20) without phasonic
displacement (left) and in a potential with a phasonic gradient with wx/x = 0.15 (right).

7.4 Summary and Outlook

In this chapter, we determined the phase behavior of colloids on a 2D decagonal substrate.
We found a triangular to liquid phase transition for small laser intensities and decagonal
ordering in strong potentials. For intermediate intensities, however, where the colloidal
ordering is influenced by both the colloidal interaction and the substrate potential, we
identify a series of interesting phases: For systems with low densities, where the number of
colloidal particles is less than the number of potential minima, there is a quasicrystalline
phase which exhibits bond orientations in 20 different directions. When the number of
colloids exceeds the number of potential minima, we usually find a solid phase without any
apparent bond orientational order. However, for certain densities the system locks into a
highly ordered phase that is close to an Archimedean tiling.

We also demonstrated how the system can be used to study the effects of phasonic dis-
placements, drifts, or gradients. We showed how phasonic colloidal flips in the Archimedean-
like tiling and in the decagonal phase are induced by phasonic displacements in the sub-
strate potential. Furthermore, the Archimedean-like tiling orientated along one direction
is stabilized with the help of a phasonic drift or gradient.

Interestingly, in experiments the Archimedean-like tilings seem to be extraordinary sta-
ble [20]. The density in experiments usually cannot be controlled as easy as in simulations:
In Monte-Carlo simulations the density is extremely homogeneous due to possible global
steps. In experiments, the density often seem to self-adjust right inside the small stabil-
ity region of the Archimedean-like tiling. Therefore, Brownian dynamics simulations with
open boundary conditions would give a deeper inside into the stability of Archimedean
tilings.

In triangular phases induced by triangular substrates the phonon spectrum was de-
termined from simulations, experiments, and analytical calculations [243, 244] (cf. also
[245–248]). Such an analysis for the phonon and phason spectra of induced quasicrystals
would be very interesting, however, also extremely difficult due to the problems of splitting
up the observed displacements into phononic and phasonic contributions (cf. section 3.4.4).

Finally, as a very general outlook, we discuss the following question: What is really
needed to induce quasicrystalline order in a mono-atomic system? Usually, two appro-
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priately chosen characteristic lengths are needed to achieve quasicrystalline order, e.g.,
quasicrystals are observed for systems with two length scales in the interaction poten-
tial [249, 250]. In binary systems studied so far the free energy of periodic and quasicrys-
talline states are close [57,61,251,252]. In the most recent work the ground state seems to
be periodic [252]. Patrykiejew and Soko lowski claimed to have found decagonal ordering
in a mono-atomic system, where one length scale is given by the particle interactions and
another by a periodic potential [241]. However, the observed phase turned out to be a
periodic Archimedean tiling [242, C]. Probably a promising candidate for mono-atomic
quasicrystalline ordering on a periodic potential is a system, where the mean particle spac-
ing differs by an irrational factor (e.g. by a factor of τ) from the lattice constant of the
substrate. A pinned phase for high potential strength therefore usually cannot order pe-
riodically (cf. the frustrated non-periodic phase in section 6.4). To study such a phase
is very interesting, especially to find out, whether it exhibits quasicrystalline ordering,
perhaps even with some non-crystallographic rotational symmetry. Such a system, i.e.,
with a mismatch in the lattice structure of the substrate and the colloidal adsorbate, was
already studied in [253], however mainly for selected mismatch ratios that lead to periodic
structures.
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Chapter 8

Brownian particles in a decagonal
potential

In this chapter we consider a single colloidal particle moving in decagonal or square poten-
tials. In the long-time limit we find conventional diffusion as it is known in literature for
systems whose depth of the potentials is limited. However, for large potential strengths
the particle needs a very long time to approach its asymptotic diffusive limit. For an
intermediate time regime, which can span over several decades, we find subdiffusive mo-
tion. To explore this regime, we especially study in this chapter how the diffusive limit in
thermal equilibrium is approached. First, in section 8.1 we shortly introduce anomalous
diffusion. We then concentrate on the Brownian motion of a particle in potential land-
scapes of different symmetry. In section 8.2 results of Brownian dynamics simulations are
presented, where the colloid is started at an arbitrary position in the potential, i.e., in
non-equilibrium. In section 8.3 an analytic theory for this situation is developed, based
on a model where the particle jumps between random trapping sites, and the theory is
compared to the results of the simulations. The motion of a colloid in thermal equilib-
rium is discussed in section 8.4 and compared to experimental results. In section 8.5 the
Brownian dynamics of particles that are driven out of equilibrium by a phasonic drift is
studied. Relation known in non-equilibrium statistics can be applied to such a system and
are, therefore, shortly introduced in section 8.6. Finally we conclude in section 8.7. Parts
of this chapter are based on publication [B].

8.1 A short introduction to anomalous diffusion

Free Brownian motion leads to diffusion at time scales where inertia can be neglected and is
well understood since Einstein’s seminal paper [181] (see also section 4.1.1). Conventional
diffusion of a particle is characterized by its mean square displacement that is proportional
to time: 〈r2〉 ∝ t. However, in systems with anomalous diffusion, one finds

〈r2〉 ∝ tν (8.1)
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with an exponent ν 6= 1. For ν < 1 the system is called subdiffusive and for ν > 1
superdiffusive. For superdiffusive motion, one also uses the notions subballistic for ν < 2,
ballistic for ν = 2, and superballistic for ν > 2. In this section we present some approaches
to theoretically address anomalous diffusion as well as important examples of systems
where it occurs.

Asymptotic anomalous diffusion, i.e., sub- or superdiffusive motion in the long time-
limit t→∞, is often explained by using so-called Lévy walks (see e.g. [254–258]). These are
modified random walks with special distributions for step length or step duration. Some-
times waiting times in between the steps are included. Asymptotic anomalous diffusion
occurs, if the first or second moment of the step length distribution or of the waiting time
distribution is not finite. Note that even if the first and second moment are convergent and
therefore the motion is diffusive in the long time limit, there still can be anomalous diffusion
at intermediate times. In modifications of the standard Lévy walk model, e.g., in random
walk models with nontrivial coupling between step length and duration (see e.g. [257]) or
in models with a random distribution of velocities [259, H], asymptotic anomalous diffusion
is also found.

Diffusion is often characterized by the parabolic differential equation

∂

∂t
p(r, t) = D∇2

rp(r, t), (8.2)

where p(r, t) is the probability for the diffusing particle to be at position r at time t and
D is the diffusion constant. To construct a generalized equation that describes anomalous
diffusion, we apply a Laplace transformation in time and a Fourier transformation in space:

p̃(k, s) =

∫ ∞

0

dt

∫
dr exp(−st) exp(ik · r)p(r, t). (8.3)

The integration in r is over the whole space. In Fourier-Laplace space equation (8.2) reads(
s+Dk2

)
p̃(k, s) = 0. (8.4)

This equation can be generalized by introducing exponents α and β:(
sα +D |k|β

)
p̃(k, s) = 0. (8.5)

In real space and time, equations such as (8.5) are often written with fractional derivatives
(i.e. ∂α/∂tα) and the corresponding equations for anomalous diffusion are called fractional
diffusion equations (see e.g. [260, 261]). The mean square displacement for a solution
of equation (8.5) behaves as 〈r2〉 ∝ t2α/β if it is convergent. Obviously, equation (8.5)
describes subdiffusive as well as superdiffusive motion if the exponents α and β are chosen
appropriately. Sometimes, the mean square displacement is divergent and therefore the
scaling in time is studied by considering other moments [260]:

〈|r|δ〉 ∝ tδα/β. (8.6)
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However, the is a difference between the scaling of the moments and the (approximate)
scaling of p(r, t). furthermore, if p(r, t) does not scale perfectly, the scaling of the moments
depends on the exponent δ in a non-trivial way [I].

Superdiffusion is not only found in systems with a Lévy walker. There are also billiard
models, i.e., systems where a particle is reflected when hitting the boundary of an obstacle,
which exhibit superdiffusion for an ensemble of particles started with random conditions.
The path of a particle in such a billiard system is not random but totally determined by
the starting position and direction. A famous example of such a system is the Lorentz gas
also called Sinai billiard, which in two dimensions consists of circular obstacles from which
the particles are reflected. If there is no straight path of infinite length (finite horizon
system), the particles behave diffusive [262]. However, if straight paths of infinite length
exist, the mean square displacement asymptotically is proportional to t ln t, i.e., the system
is superdiffusive [263,264]. There are also other billiard systems like zigzag channels [265]
or hexagonal channel systems [F,G,J] that are superdiffusive due to some special paths on
which the particles travel in one direction for very long times.

Also many subdiffusive systems have been studied in recent years. Examples are many-
particle systems such as dense colloidal suspensions close to freezing [266] or other glassy
systems (see e.g. [267–269]), where subdiffusion is due to caging from surrounding particles
as demonstrated explicitly in experiments [270–272]. Permanent confinement leads to sub-
diffusion as well: many particles that move in narrow channels exhibit anomalous diffusion
[233], which recently was also studied for single-file diffusion in colloidal systems [51, 52,
234]. Furthermore, particles confined to the space between obstacles forming a Lorentz gas
behave subdiffusively on intermediate time scales [273].

Anomalous diffusion also plays an important role in many biological systems. Exam-
ples are the dynamics of molecular motors moving along heterogeneous substrates [274],
superdiffusion of migrating cells [275], the subdiffusion of macromolecules in the cell due to
crowding [276], the motion of beats in the cytoskeleton or artificial actin networks [277,278],
or the dynamics of fluorescently labeled molecules in cells [279–281] and in membranes [282].

Even the simple Brownian motion of a single particle in a random potential exhibits
subdiffusion. Honkonen and Pis’mak [283] showed that such a motion is subdiffusive on
all time scales if the depth of the potential is not limited from below. This was extensively
studied in many Brownian dynamics simulations, where for overdamped systems indeed
asymptotic subdiffusion is observed [284], whereas for low damping also superdiffusion at
intermediate times can be found [285–289]. However, if each potential well possesses a
finite depth, the motion always becomes diffusive in the long-time limit. Modelling it by
jumps between traps with random but finite strengths, the asymptotic diffusion constant
can be calculated (see, e.g., Haus et al. in [290,291]). The random trap model we introduce
in section 8.3 also leads to diffusive behavior at very long times.
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8.2 Brownian motion in static potentials started in

non-equilibrium

Here, the colloidal particles are started at random positions within the potentials. We
perform Brownian dynamics simulations in two dimensions (see section 4.1 for the details
of the simulations) under the influence of external potentials. We compare the motion
of a colloidal particle in a potential with decagonal symmetry (see section 3.3) to its
diffusive behaviour in regular or random square potentials, which we introduce in the next
subsection.

8.2.1 Regular and random square potential

We consider regular or random square potentials that consist of wells located on a square
grid with lattice constant aV . Each well is modeled according to a product of cosines,
i.e., within the area given by |x− xm| ≤ aV /2 and |y − ym| ≤ aV /2, the minimum of the
potential at position rm = (xm, ym) is described by

V (r) = −Vm(rm)

2

{
1 + cos

[
2π(x− xm)

aV

]
cos

[
2π(y − ym)

aV

]}
, (8.7)

where Vm(rm) ist the depth of the minimum. In the regular square potential all minima
have the same depth, i.e., Vm(rm) = V0 = const. For the random square potential, the
depths of the wells are randomly taken from the interval [0, V0] with the same probability.
Therefore the distribution of the potential depths for the random square potential is much
simpler than the one of the decagonal potential (see 3.3.3). As we demonstrate at the end
of the next subsection, this leads to differences in the simulation results. Figure 8.1 shows
the potential landscapes of the square and the decagonal potentials, and their grey-scale
representations, which correspond to the intensity field of the respective light patterns in
experiments.

8.2.2 Results of the simulations

Here, we calculate the mean square displacement with respect to the starting position r(0)
of the random walker according to

〈r2〉 = 〈[r(t)− r(0)]2〉, (8.8)

where the ensemble average is realized with 5000 different runs in the simulations.
The particles start at random positions. The left-hand side of figure 8.2 shows the

simulation results for the time dependence of the mean square displacement for all poten-
tials. The different curves correspond to different values of the strength V0 of the potentials
normalized by the thermal energy β−1 = kBT . The characteristic length scale aV is used
to rescale length, the time is plotted in units of βγa2

V , where γ is the friction coefficient
of the colloid. For zero potential βV0 = 0 the system is diffusive with 〈r2〉 = 4Dt, where
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Figure 8.1: (a,c,e) Potential landscapes and (b,d,f) their grey-scale representations for (a,b) a regular
square, (c,d) a random square, and (e,f) a decagonal potential. The exact definitions of the potentials are
given in sections 8.2.1 for the square and 3.3 for the decagonal potential. The bar in the lower right corner
of figure (f) indicates the characteristic length aV = 2π/ |Gj |.
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Figure 8.2: Mean square displacement (left hand side) and average value of the potential energy at the
position of the particle (right hand side) obtained by Brownian dynamics simulations as function of time for
different types of potentials: (a,b) regular square potential, (c,d) random square potential, (e,f) decagonal
potential.
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Figure 8.3: Time dependence of the local exponent ν(t) as defined in equation (8.9) for the decagonal
potential.

the diffusion constant D obeys the Einstein relation D = (βγ)−1 [see equation (4.12)]. For
a non-zero potential and at short times, the particles first relax into the nearest minima.
For stronger potentials, the relaxation process is faster. Nevertheless, after the short-time
relaxation interestingly all curves for the mean square displacement seem to intersect in a
common point, a behaviour we were not able to explain. In the long-time limit, we find
normal diffusion. The asymptotic diffusion constant decreases with increasing potential
strength. The behaviour at intermediate times strongly depends on the type of the poten-
tial. For the regular square potential [see figure 8.2(a)], the mean square displacement does
almost not increase and the crossover to diffusion happens already before the mean square
displacement has reached a2

V , i.e., as soon as the particle leaves a potential well making a
step of length aV , diffusion sets in. By contrast, in a random or decagonal potential the
colloid has to explore an area larger than a2

V and therefore several potential minima, before
the motion becomes diffusive. The temporal range of the intermediate regime increases
with increasing potential strength βV0. For very high large V0, the diffusive limit has
not even been reached within the simulated time range. The motion in the intermediate
regime is subdiffusive, i.e., if the mean square displacement is fitted locally by a power law
〈r2〉 ∝ tν , the exponent ν is smaller than 1. In figure 8.3 we plot the local exponent ν for
the decagonal potential calculated according to

ν(t) =
d log [〈r2(t)〉/a2

V ]

d log [t/ (βγa2
V )]

. (8.9)

As expected, for small times the exponent is larger than 1 indicating the superdiffusive
motion while the particle relaxes into the nearest minimum. For intermediate times, the
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exponent is smaller than 1 and slowly relaxes towards ν = 1 with increasing time, which
means subdiffusive motion that slowly crosses over to conventional diffusion in the long
time limit.

On the right-hand side of figure 8.2 we plot the time dependence of the average potential
energy at the position of the particle, i.e., if r(t) is the colloidal position the average
potential energy is

〈V (t)〉 = 〈V (r(t))〉, (8.10)

where the average is taken over an ensemble of particle runs. Since the colloids are started
at random positions the curves start at t = 0 from the mean value of the potential. It can
be calculated analytically by integrating over the whole potential,

〈V (0)〉 = lim
A→∞

1

A

∫
A

dA V (r) , (8.11)

where A is the area of the integration region. We find 〈V (0)〉 = −0.25V0 for the regu-
lar, 〈V (0)〉 = −0.125V0 for the random square, and 〈V (0)〉 = −0.2V0 for the decagonal
potential. At small times the particle relaxes into the minima closest to its starting posi-
tion. In the regular potential, the colloid then has already reached its asymptotic average
potential energy. However, in the random square and the decagonal potential it takes up
to several decades in time before the long-time value is approached (marked by arrows in
figure 8.2). The asymptotic average energies correspond to the canonical ensemble average
of the potential energy of a particle. Interestingly, the long-time limit is reached, when
the motion of the particle crosses over into the diffusive regime. Therefore, as long as the
colloid has not explored the full variety of possible minima so that it is possible to find a
potential well much deeper than the ones the colloid has visited before, the system behaves
subdiffusively. As soon as the potential energy of the particle is thermally equilibrated,
its motion is diffusive. The relaxation process reveals similarities and differences between
the random and the decagonal potential. The curves for both potentials display a kink
at times where the particles have relaxed into nearby minima. Their depth correspond
to the mean potential depth 〈Vm〉 = −0.5V0 in the random and 〈Vm〉 = −0.603V0 in the
decagonal potential (see also section 8.3.2). However, beyond the kink and for large laser
intensities βV0, the average potential energy stays on an almost constant plateau in case
of the decagonal potential, but clearly decreases in the random potential. The different
behavior is due to the different distributions ρ(Vm) of the depths of the minima (see sec-
tions 3.3.3 and 8.2.1). In the decagonal potential minima with depths smaller than 0.24V0

do not exist and the number of wells decreases with its depth. In contrast, in the random
square potential all depths between 0 and V0 occur with the same probability. Therefore,
in the decagonal potential it takes longer to find minima much deeper than the average
well and the potential energy decreases much slower.
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8.3 Random trap model

In the following we develop a theory to calculate the time dependence of the mean square
displacement. The theory is applicable to all potentials that display clear minima. In
subsection 8.3.2 we compare the theoretical results to the simulations.

8.3.1 Theory

We consider the local minima of the potential as trapping sites for the colloid. The particle
sits in a well and after a certain waiting time jumps into a neighboring minimum. Therefore,
we consider a theory with a random walker jumping between trapping sites. The probability
to leave a site is given by a transition rate Γ. Its inverse Γ−1 denotes a typical waiting
time. The mean square displacement is calculated by〈

r2(t)
〉

=
∑

j

p(xj, yj, t)(x
2
j + y2

j ), (8.12)

where the sum is over all trapping sites, i.e., all local minima of the potential, and p(x, y, t)
is the probability for the walker to be at position (x, y) at time t. In the square and also
in triangular or hexagonal lattices, both the distance between nearest neighbors and the
number of nearest neighbors is constant. In the decagonal potential this is not the case.
Nevertheless, we will develop the theory for regular lattices and will then show that the
results well approximate the random walk in the decagonal potential when mean values
for the numbers of nearest neighbors and their distances are chosen.

The dynamics of the probability p(x, y, t) is governed by the rate equation:

d

dt
p(xj, yj, t) = −zΓ(xj, yj)p(xj, yj, t) +

∑
i∈NNj

Γ(xi, yi)p(xi, yi, t), (8.13)

where the sum is over all nearest neighbors of the minimum j located at xj, yj and z is
the number of its nearest neighbors. Equation (8.13) describes the temporal change of the
probability to be at the trapping site j. The first term on the right-hand side corresponds to
particles leaving the trap and the second term to colloids reaching site j from neighboring
traps. In the following we define a time-dependent diffusion constant D(t) by

D(t) =
d

dt

〈
r2(t)

〉
. (8.14)

For normal diffusion this gives the conventional diffusion constant in 〈r2(t)〉 = 4Dt. In-
serting equation (8.13) into the time derivative of equation (8.12), the diffusion constant
is connected to the transition rates and p(xj, yj, t):

D(t) =
1

4

∑
j

−zΓ(xj, yj)p(xj, yj, t) +
∑

i∈NNj

Γ(xi, yi)p(xi, yi, t)

 (x2
j + y2

j ). (8.15)
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After interchanging the summation∑
j

∑
i∈NNj

Γ(xi, yi)p(xi, yi, t)(x
2
j + y2

j ) =
∑

i

∑
j∈NNi

Γ(xi, yi)p(xi, yi, t)(x
2
j + y2

j ), (8.16)

the second term in (8.15) can be calculated for a square, triangular, and hexagonal lattice:∑
j∈NNi

(x2
j + y2

j ) = zx2
i + zy2

i + zl2, (8.17)

where l is the jump length (e.g., the lattice constant aV in the square lattice). Therefore
with equations (8.17) and (8.16), equation (8.15) becomes

D(t) =
zl2

4

∑
j

Γ(xj, yj)p(xj, yj, t). (8.18)

In the long-time limit, this gives

D∞ =
zl2

4
〈〈Γ〉〉 . (8.19)

Equation (8.19) is a well known result for the time-independent asymptotic diffusion con-
stant given, e.g., in reference [291]. The average 〈〈·〉〉 is weighted according to the occupa-
tion probabilities of the trapping sites. Note that equation (8.18) is a more general relation
since it is not only valid in the asymptotic long-time regime but for all times, where the
diffusion constants generally depend on time.

We now introduce the probability P (Vm, t)dVm for a colloid to be at time t in a minimum
with the depth within the interval [Vm, Vm +dVm]. In the following, we will study diffusion
based on the rate equation for P (Vm, t) instead of using p(x, y, t). However, this is only
possible if the transition rates Γ do not depend on the location of the trapping sites and,
especially, if there are no positional correlations of the transition rates. Therefore we now
assume that the transition rate Γ only depends on the depth of the well Vm = |V (x, y)| at
the trapping site. Later we will show that this assumption is reasonable, if one considers
Kramer’s rate theory to calculate the transition rate for leaving a minimum.

We replace the average in space in equation (8.18) by an average over all possible depths
Vm. Therefore the diffusion constant becomes

D(t) =
zl2

4

∫ V0

0

dVmΓ(Vm)P (Vm, t), (8.20)

where the depth Vm is limited to the range between 0 and V0. The rate equation for
P (Vm, t) then reads

d

dt
P (Vm, t) = −zΓ(Vm)P (Vm, t) + zρ(Vm)

∫ V0

0

dV ′
mΓ(V ′

m)P (V ′
m, t). (8.21)
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The first term on the right-hand side is the probability of a colloid to leave a trapping site
of depth Vm; the second term gives the averaged probability that the colloid jumps into
the potential minimum of this site. The probability density ρ(Vm) introduced in section
3.3.3 for the decagonal potential takes into account the distribution of potential depths.
Note that the rate equation (8.21) does not depend on the history of the colloidal path.
Therefore, it corresponds to a theory with annealed disorder. The simulations, however,
correspond to a system with quenched disorder, i.e., the depth of a potential minimum has
not changed when it is occupied by the colloid for a second time. It is known that theories
with annealed disorder lead to the same results as theories with quenched disorder if the
average mean waiting time is finite [292]. This is fulfilled in our system because the depth
of our potentials is limited.

We now use the Laplace transform with respect to time:

P (Vm, s) =

∫ ∞

0

dt exp(−st)P (Vm, t). (8.22)

The Laplace transform of equation (8.21) reads

sP (Vm, s)− P0(Vm) = −zΓ(Vm)P (Vm, s) + zρ(Vm)

∫ V0

0

dV ′
mΓ(V ′

m)P (V ′
m, s), (8.23)

where P0(Vm) = P (Vm, t = 0) is the distribution at t = 0. To solve equation (8.23) we
define

c(s) =

∫ V0

0

dV ′
mΓ(V ′

m)P (V ′
m, s), (8.24)

and calculate P (Vm, s) from equation (8.23):

P (Vm, s) =
P0(Vm)

zΓ(Vm) + s
+

zρ(Vm)

zΓ(Vm) + s
c(s). (8.25)

Inserting Eq. (8.25) into (8.24) and solving for c(s) gives

c(s) =

∫ V0

0
dV ′

m
Γ(V ′

m)P0(V ′
m)

zΓ(V ′
m)+s

s
∫ V0

0
dV ′

m
ρ(V ′

m)
zΓ(V ′

m)+s

. (8.26)

Equation (8.26) together with (8.25) represents the Laplace transform of the solution to the
rate equation (8.21). Since the inverse Laplace transform is too complicated, we calculate
approximate solutions for the limit t→∞.

To determine the long-time behavior of the diffusion constant (8.20), we choose an
ansatz, where the system relaxes exponentially to the asymptotic diffusion constant D∞
on a time scale given by τ :

D(t) = D∞
(
1 + e−t/τ

)
. (8.27)
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The limit of large times t corresponds to the limit s → 0. We determine the long-time
behavior of D(t) by comparing the expansion for small s of the Laplace transform of ansatz
(8.27)

sD(s) ≈ D∞ (1 + sτ) (8.28)

to the Laplace transform of D(t) in equation (8.20):

D(s) =
zl2

4

∫ V0

0

dVmΓ(Vm)P (Vm, s). (8.29)

Calculating the expansion of sD(s) for s→ 0 by using equations (8.25), (8.26), and (8.29),
we are able to identify the asymptotic diffusion constant

D∞ = lim
t→∞

D(t) = lim
s→0

sD(s) =
zl2

4
∫ V0

0
dVm

ρ(Vm)
Γ(Vm)

(8.30)

and the time scale

τ =
1

z

∫ V0

0
dVm

ρ(Vm)
Γ(Vm)2∫ V0

0
dVm

ρ(Vm)
Γ(Vm)

+
1

z

∫ V0

0

dVm
ρ(Vm)− P0(Vm)

Γ(Vm)
. (8.31)

Equation (8.30) corresponds to the well-known result

D∞ =
zl2

4
〈

1
Γ(Vm)

〉 , (8.32)

where the average is taken over all trapping sites (see e.g. [290,291]). However, in addition
we have also determined the time scale τ on which the system relaxes into the diffusive
regime.

to calculate the transition rate Γ(Vm) necessary in equations (8.30) and (8.31), we use
Kramer’s formula [293]

Γ(Vm) =
ωmωb

2πγ
e−βVm . (8.33)

Here, ωm and ωb are the square roots of the absolute values of the curvatures taken,
respectively, at the potential minimum and the maximum of the potential barrier, the
particle tries to overcome. Using equation (8.7), we find for the regular square potential:

Γ(Vm) =
πVm

γl2
e−βVm . (8.34)

In the random square lattice, the curvature or second derivative of the potential ist not
continuous at the maximum situated between two minima. However, it is reasonable to
take the one-sided value coming from the minimum the particle is trying to leave. Then
ωb = ωm and equation (8.34) still holds.
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The regular square potential has only one possible minimum value, i.e., ρ(Vm) =
V0δ(Vm − V0). So evaluating equations (8.30) and (8.31), we arrive at

D(reg)
∞ =

πzV0

4γ
e−βV0 (8.35)

and

τ (reg) =
γl2

πzV0

eβV0 . (8.36)

Next we calculate D∞ and τ for the random square potential. We will also use these
results as an estimate for the decagonal potential. For βV0 � 1, the integrals in equations
(8.30) and (8.31) are determined by the behavior close to V0 due to the exponential depen-
dence of Γ(Vm) on βVm. We therefore expand log[ρ(Vm)/Γ(Vm)] and similar expressions
for the other integrands around V0 to linear order in V − V0. Using these expansions in
the various integrals of equations (8.30) and (8.31), we arrive at the approximate values

D(rand/deca)
∞ ≈ πzβV0

4γρ(V0)
e−βV0 (8.37)

and

τ (rand/deca) ≈ γl2

2πzV0

eβV0 . (8.38)

In the decagonal potential the numbers and distances of the nearest neighbors are not
constant. To apply equations (8.37) and (8.38) to the decagonal potential, we use the
average number z = 5.85 for the nearest neighbors and the average step length l = 0.73aV

as introduced in section 3.3.4. Note that the approximate value of the time scale τ (rand/deca)

is independent of the initial distribution P0(Vm).
In the regular square lattice only one characteristic time scale exists and, therefore,

a sharp crossover to conventional diffusion occurs when the particle escapes the potential
minimum in which it has relaxed in the beginning. In contrast, a broad distribution of time
scales seems to be important in the random and the decagonal potential. The time scale
τ (rand/deca) is the largest possible time scale of the system since it is associated with the
deepest potential minimum at V0 and therefore with the smallest of all possible Kramer’s
escape rates. In a potential, where the minimum value is not limited from below, there is
no limiting time scale and the colloidal particle will always exhibit subdiffusion [283–286].

8.3.2 Results and comparison to simulations

We use the random trap model developed in the last subsection to calculate the full time
dependence of the mean square displacement. The probability density P (Vm, t) is deter-
mined from a discretized version of the rate equation (8.21). We choose P (Vm, 0) = ρ(Vm)
as starting condition corresponding to Brownian particles randomly placed into the min-
ima. The mean square displacement is calculated from the diffusion constant by integrating
equation (8.14), the resulting time dependence is plotted in figures 8.4(a) and (c). The
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Figure 8.4: Mean square displacement (left-hand side) and average depth of the occupied minimum (right-
hand side) calculated from the random trap model as function of time for the random square (a,b) and
the decagonal (c,d) potential.
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right-hand side of figure 8.4 shows the average depth 〈Vm〉 of the minimum the particle
occupies at time t. The results agree qualitatively with the simulation results (see figure
8.2). The crossover from subdiffusion to the asymptotic diffusive regime is clearly visible
for the mean square displacement. Only the short-time behavior is different in the random
trap model, because the particles already start in a minimum of the potential and therefore
the short-time relaxation visible in the simulations is not included. Note that the average
depth 〈Vm〉 of the occupied minimum shown in 8.4(b) and (d) is not the same quantity
as the average potential energy plotted on the right-hand side of figure 8.2. Nevertheless,
the behavior of the curves is very similar: In the random trap model the particles start
in randomly chosen minima, i.e., for t = 0 one has 〈Vm(0)〉 = −0.5V0 in the random and
〈Vm(0)〉 = −0.603V0 in the decagonal potential. This corresponds to the positions of the
kinks in the simulated curves (see end of section 8.2.2). For intermediate and long times
the curves are very similar. Especially the plateau for βV0 = 50 is found in theory and in
the simulations for the decagonal potential, whereas in both cases there is no plateau but
a decrease for the random potential.

Using equation (8.37), the asymptotic diffusion constant can be calculated for βV0 �
1. In figure 8.5 we compare the theoretical results to the diffusion constants obtained
by asymptotic fits to the simulated curves. There are differences especially for larger
potential strengths βV0 and our random trap model is only approximately valid. This
probably is due to shallow minima in the potential landscape where the particle is not
bound to the minimum and during a “jump” between two wells finite-time excursions
outside the minimum occur. Furthermore, jumps exist that do not take place between
nearest neighbors. Finally, we also neglected spatial correlations in the depths of the
potential wells in our model.

It is difficult to determine the crossover time τ by fits to the curves of the simulations
because the resulting values strongly depend on the range of the fit. Therefore, to quan-
titatively test our theory, we plot the time dependence of the mean square displacement
where time is rescaled τ and the mean square displacement by D∞τ . The rescaled curves
are shown in figures 8.6(a) to (c). For the regular square potential the curves perfectly
collapse on a single curve for βV0 � 1, as can be seen in figure 8.6(a). However, for the
random square and the decagonal potential shown in 8.6(b) and (c), respectively, the col-
lapse is not as good. In figure 8.6(d) we plot the curves of the decagonal potential with the

mean square displacement rescaled by D
(fit)
∞ τ , where D

(fit)
∞ is taken from asymptotic fits

to the simulation results. The collapse in figure 8.6(d) is much better, therefore the main
discrepancies between simulations and theory are the differences between the calculated
asymptotic diffusion constants and the ones obtained by fits to the simulations. These
differences can be seen in figure 8.5 and were already discussed.

Another test for our theory is to compare the distribution P (V, t) in the limit t→∞.
Comparing equations (8.20) and (8.30), one finds

P (stat)(Vm) =

ρ(Vm)
Γ(Vm)∫ V0

0
dV ′

m
ρ(V ′

m)
Γ(V ′

m)

. (8.39)
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Note that this distribution is stationary since it does not change with time anymore,
d
dt
P (stat)(Vm) = 0. On the other hand, the distribution in real space p(x, y, t) is not sta-

tionary for infinite systems. It is a big advantage of our approach, which is based on the
distribution P (Vm, t) for finding a particle in a minimum of depth Vm, rather than on
the positional distribution p(x, y, t), that P (Vm, t) relaxes into a stationary long-time limit
when the transition into the diffusive regime takes place. Figure 8.7 presents P (stat)(Vm) for
the decagonal potential with βV0 = 8 as given by the analytic formula (8.39) and compares
it to the stationary distribution determined in the Brownian dynamics simulations in the
long-time limit. Theory and simulation agree very well.

8.4 Brownian motion started in equilibrium

In section 8.2 the colloidal particles were started at random positions in the potential.
In this section we consider the Brownian motion in equilibrium that was also studied
experimentally. We will discuss the experiment and its results in the next subsection and
compare it to simulations in subsection 8.4.2.

8.4.1 Experimental results

In experiments, the ensemble average is replaced by an average over time, i.e., the mean
square displacement is determined according to

〈r2
(exp)(t)〉 = 〈〈[r(t′ + t)− r(t′)]

2〉t′〉, (8.40)

where 〈·〉 denotes the usual average over different runs and 〈·〉t′ is the average over time
t′. The results of experiments by J. Baumgartl [244] are shown in figure 8.8. Using video
microscopy, the trajectories of up to 72 polystyrene spheres with a diameter of 1.8 µm
immersed in water were recorded by taking 30.000 to 100.000 images at a frame rate of
10 Hz. The colloidal suspension was highly diluted so that neighboring particles did not
interact during the diffusion process. At a first glance, the experimental results look similar
to the simulation results of figure 8.2. However, only dynamics in thermal equilibrium was
measured in the experiment. As we will show in the next subsection, the extended non-
equilibrium relaxation process we found in theory, is not included in the experimental
results. Note that as long as the mean square displacement is calculated according to
(8.40) such a relaxation process cannot be observed, because most of the time the system
is in equilibrium and possible non-equilibrium dynamics at the beginning of a measurement
can be neglected.

8.4.2 Simulation results

In the simulation we calculate the mean square displacement as an ensemble average for
trajectories started in equilibrium, i.e., with starting positions given by the stationary
distribution of the asymptotic diffusive regime [see equation (8.39)]. In figure 8.9, results
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βV0

Figure 8.8: Experimental measurement of the time dependence of the mean square displacement in a
decagonal potential measured in thermal equilibrium. The curves are the results for potential strengths
βV0 of 0, 5.5, 7.7, 14.4, and 20. Experiment and figure by J. Baumgartl [244].
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of Brownian dynamics simulation of the dynamics in thermal equilibrium are plotted with
thick lines and compared to the ones obtained by particles started in non-equilibrium
shown with thin lines. Obviously, the crossover into the asymptotic diffusive regime occurs
at much shorter times and on much smaller length scales if the colloids are already in
thermal equilibrium. The short-time dynamics is due to the motion within the initial
well. As soon as the first jump into another minimum takes place, the diffusive limit is
reached. Unlike in the non-equilibrium case, it is not necessary to explore different potential
minima to relax towards the stationary distribution in thermal equilibrium. Therefore, the
experiments presented in the last subsection do not show the very slow relaxation process
of colloids starting in non-equilibrium. The observed small-time dynamics is the crossover
from almost free diffusion within a potential well to the asymptotic diffusive regime, where
the colloid jumps between minima.

8.5 Colloidal motion in potentials with phasonic drift

In this section we study the motion of a particle in a potential subject to a constant
phasonic drift, i.e., the phasonic displacement is changed at a constant rate in time (cf.
section 3.4.3). First, we determine the mean drift of the colloids induced by the phasonic
drift. Second, we show that the phasonic drift leads to a crossover into a diffusive non-
equilibrium state. Finally, we modify the random trap model such that the phasonic drift
is included.

8.5.1 Ballistic motion

Colloidal particles in a potential with an imposed phasonic drift perform a drift motion
on average, i.e., they move ballistically. To study this motion without including thermal
fluctuation, we set the temperature to zero and perform Brownian dynamics simulations.
Then the simulations are completely deterministic and the averages are taken over different
starting conditions. In figure 8.10 the directions of the drift velocity v of the particles as a
function of the directions of the phasonic drift velocity vw are shown. The absolute value
of the phasonic drift velocity is chosen sufficiently small so that the particles are able to
follow the positions of the local minima they occupy. Viscous forces are not yet important.
The directional dependence roughly follows a line, where the polar angle αv of the drift
velocity v with respect to the y-direction is related to the angle αw of the phasonic drift
velocity vw via

αv = −3αw. (8.41)

For angles αw that are integer multiplies of π/10, this relation seems to be exact. The
results of the simulation show a superimposed periodicity with period π/5, which is due
to the symmetry of the potential. The factor 3 in relation (8.41) is probably connected to
the index 3j mod 5 in the definition of the phasonic displacements [cf. equation 3.31].

In figure 8.11 the absolute value of the drift velocity as a function of the phasonic drift
velocity is shown. For small phasonic drift velocities the dependence is linear, indicating



124 Chapter 8. Brownian particles in a decagonal potential

-3π/2

-π

-π/2

 0

0 π/6 π/3 π/2

d
ir
e
c
ti
o
n
 o

f 
v
e
lo

c
it
y
 α

v

direction of phasonic drift αw

simulation
αv=-3αw

vor w

or w yvα

or w x

−x−direction

−y−direction

+x−direction

+y−direction

x

αw

+y−direction −x−direction

y

or

v

Figure 8.10: Direction αv of the mean drift velocity v of the particles as a function of the direction αw

of the phasonic drift velocity vw, that causes the colloidal drift. The angles αv and αw are measured
with respect to the y direction, as shown in the inset. The dashed line corresponds to αv = −3αw. The
temperature was set to 0 in the Brownian dynamics simulations, and the absolute value of the phasonic
drift velocity was |vw| /(V0/γaV ) = 5 · 10−4.

10
-3

10
-2

10
-1

 1

10
-3

10
-2

10
-1  1  10 10

2

m
e

a
n

 v
e

lo
c
it
y
 |
<

v
>

|/
(V

0
/γ

a
V
)

phasonic drift velocity |vw|/(V0/γaV)

vwx
≠0

vwy
≠0

|<v>|=|vw|/τ

direction
+x or +y

      move in

direction
−x or −y

      move in
colloidscolloids

Figure 8.11: Absolute drift velocity of the colloids as a function of the phasonic drift velocity. The solid
and dashed lines are for phasonic drifts in wx- and wy-direction, respectively. On the left-hand side, the
motion of the colloids is in x- or y-direction, on the right hand side, it is in −x- or −y-direction. The
dotted line shows a linear dependence explained in the text. The temperature was set to 0.



8.5. Colloidal motion in potentials with phasonic drift 125

that the particles follow the position of the minimum they occupy. If the motion of the
wells corresponds to the motion of the minimum of the averaged potential shown in figure
3.19, the drift velocity of the colloids should be [cf. equation 3.33 or 3.35]

|〈v〉| = |vw| /τ, (8.42)

where τ is the number of the golden ratio. Relation (8.42) is plotted in figure 8.11 as dotted
line. Even for very small phasonic drift velocities, the values predicted by (8.42) are larger
than the colloidal drift found in the simulations. Therefore, not all local minima move
according to the minima in the averaged potential. In fact, most single particle trajectories
display a zigzag-like shape (cf. minima in figure 3.18), which would lead exactly to relation
(8.42). However, a few colloids (or positions of local minima) move in opposite direction
and therefore the average velocity is decreased.

For a phasonic drift velocity |vw| /(V0/γaV ) slightly larger than 1 the drift of the parti-
cles is suddenly reversed. This is caused by the fact that due to viscous forces the colloid
can no longer follow the position of a minimum for such a large phasonic drift: The relax-
ation time, i.e., the time a colloid needs to relax into a local minimum, is roughly given
by γa2

V /V0. Therefore, for |vw| /(V0/γaV ) � 1, the time scale of the relaxation process is
larger than the time scale aV / |vw| on which the minima of the potential change. For large
phasonic drift velocities, the colloidal motion is no longer connected to the motion of the
positions of local minima.

8.5.2 Mean square displacement and non-equilibrium steady state

In figure 8.12 the mean square displacement and the average potential energy obtained
from Brownian dynamics simulation is shown for different phasonic drift velocities. The
mean square displacement is calculated after subtracting the ballistic motion due to the
phason-induced drift [cf. equation (6.21)].

Figure 8.12(a) shows that the crossover into an asymptotic diffusive regime occurs at
earlier times if the phasonic drift velocity is increased. The average potential energy weakly
oscillates around an asymptotic energy level. The oscillations are probably due to the
almost periodic decrease and increase of the depths of the potential wells (cf. section 3.4.3).
By increasing the phasonic drift velocity, the asymptotic energy level is also increased.
Obviously, the phasonic drift acts as a constant influx of energy and therefore keeps the
colloids in a non-equilibrium steady state in the long-time limit. In section 8.6.3 we show
that this system can be used as a model system for studying the properties of the non-
equilibrium.

8.5.3 Modification of the random trap model

If a phasonic drift is applied to the potential landscape, the depths of its minima are
continuously changing. Therefore, the potential energy of a colloid changes either due to
jumps into neighboring minima or due to the imposed phasonic drift. The probability
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density P (Vm, t) that a colloid occupies a minimum with a depth within [Vm, Vm + dVm]
decreases at a rate proportional to P (Vm, t) due to the changing depth of the minimum.
However, at the same time it increases by a term proportional to P (Vm−dVm, t) +P (Vm +
dVm, t) because some minima of depth Vm − dVm or Vm + dVm will have the depth Vm at
t + dt. In total, the additional temporal change of P (Vm, t) due to the phasonic drift is
proportional to

P (Vm − dVm, t) + P (Vm + dVm, t)− 2P (Vm, t) ∝
d2

dV 2
m

P (Vm, t). (8.43)

Since the depth of a minimum can be either decrease from Vm to Vm − dVm or increase to
Vm + dVm we included a factor of 2 in the last term of the left-hand side of (8.43). Hence,
the rate equation of the random trap model (8.21) is modified by adding a diffusion term,
i.e.,

d

dt
P (Vm, t) = −zΓ(Vm)P (Vm, t) + zρ(Vm)

∫ V0

0

dV ′
mΓ(V ′

m)P (V ′
m, t) +Dw

d2

dV 2
m

P (Vm, t),

(8.44)
where Dw describes the rate of changes in the depths of the minima. In the simulations
these changes of the minima are controlled by the phasonic drift velocity vw. We solve
equation (8.44) numerically and by using equation (8.20) to determine the diffusion con-
stant of the colloids, we then calculate the mean square displacement. In figure 8.13 the
time dependence of the mean square displacement and the average potential energy is
shown. There is a good qualitative agreement with the simulation results (cf. figure 8.12).



128 Chapter 8. Brownian particles in a decagonal potential

Figure 8.14 shows the probability distribution P (neq)(Vm) = limt→∞ P (Vm, t) in the
asymptotic long time limit. The phasonic drift decreases the occupation of deep minima
and increases P (neq)(Vm) for intermediate Vm.

8.6 Non-equilibrium statistics

In this section, we shortly introduce some central ideas of non-equilibrium statistical the-
ories and motivate how they may be applied to our system.

8.6.1 Derivation of path-ensemble averages

Mainly following the work of Crooks [294], we first present a derivation of path-ensemble
averages, i.e., averages of observables over an ensemble of different paths, which a system
performs with time. Usually the path ensemble is defined by an initial distribution in
thermal equilibrium and a time-dependent external perturbation that drives the system
out of equilibrium. We also derive some more general new relations where we do not
assume that the equilibrium distribution is given in form of the Boltzmann distribution.
The basic idea to derive path-ensemble averages is to split the dynamics of the system into
a part caused by the coupling to the heat bath and a part due to external perturbations
such as the temporal variation of the external potential, e.g., caused by a phasonic drift.
The dynamics due to the coupling to the heat bath is characterized by the fact that it does
not change an equilibrium distribution, i.e., a system is never driven out of equilibrium.
On the other hand, external perturbations change the energies associated with the states
of the system and therefore drive the system out of equilibrium.

We consider a system with discretized states at discretized times and assume that the
dynamics is Markovian, i.e., it only depends on the current state but not on its history. The
probability to be in state x at time t is ρx(t). The external perturbations are characterized
by the time-dependence of the state energy (or a similar quantity) Ex(t). We assume that
Ex(t) never is infinite. We now split the dynamics of the system in two parts. First, the
temporal evolution of the system due to the coupling to a heat bath is written as

ρx′(t+ 1) =
∑

x

M(t)x′xρx(t), (8.45)

where M(t) is the transition matrix whose element M(t)x′x is the probability to get from
state x to x′. In the following, we leave away the sum symbol and perform a summation
over indices that appear twice. In the second part of the temporal evolution of the system,
the new state x′ assumes the energy Ex′(t+ 1).

In equilibrium, there is a stationary distribution πx(t)(E(t)) = ρ
(stat)
x(t) (t) that usually

is given by the equilibrium distribution of a canonical ensemble. It does not explicitly
depend on time. However, it relies on the states x(t) and the energy E(t) = Ex(t), which
both may be time-dependent due to the external perturbations (see below). We require
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the dynamics described by M to fulfill the following relation:

πx′(E) = M(t)x′xπx(E), (8.46)

i.e., πx(E) has to be invariant under a transition M(t) so that without external pertur-
bations a system in equilibrium stays in equilibrium. Equation (8.46) is the central as-
sumption to derive path-ensemble averages. It is valid in all systems with detailed balance

M(t)xx′πx′(E) = M(t)x′xπx(E), (8.47)

however, detailed balance is not required here.
We assume a path [x] that starts in state x(t0) = x0 and ends in x(tf ) = xf . In the

following we will always use square brackets [·] to denote such a path. The time-reversed
path [x̂] starts at time tf in state x̂(t0) = x(tf ) = xf and ends in x̂(tf ) = x(t0) = x0.

Correspondingly, Êx̂(t) describes the time-dependence of the energy along the reversed
path. In general, x̂(t) = x(tf − t). The dynamics of the reverse path is governed by M̂(t)
with

ρ̂x̂′(t) = M̂(t)x̂′x̂ρ̂x̂(t− 1), (8.48)

where ρ̂x̂(t) is the probability for the reversed path to be in state x̂(t) at time t.
Let P ([x]|x(t0) = x0) be the probability for a path [x] that starts in state x0 and

P ([x̂]|x̂(t0) = xf ) the probability for the reversed path [x̂] with x̂(t0) = x(tf ) = xf . The
ratio of these probabilities is

P ([x]|x(t0) = x0)

P ([x̂]|x̂(t0) = xf )
=

tf−1∏
t=t0

M(t)x(t+1)x(t)

M̂(t+ 1)x̂(t+1)x̂(t)

. (8.49)

Because
∏tf−1

t=t0 πx(t)(E(t)) =
∏tf−1

t=t0 πx̂(t+1)(Ê(t+ 1)), one finds

P ([x]|x(t0) = x0)

P ([x̂]|x̂(t0) = xf )
=

tf−1∏
t=t0

M(t)x(t+1)x(t)πx(t)(E(t))

M̂(t+ 1)x̂(t+1)x̂(t)πx̂(t+1)(Ê(t+ 1))

=
πx̂(t0)(E(t0))

πx̂(tf )(E(tf ))
·

tf−1∏
t=t0

M(t)x(t+1)x(t)πx(t)(E(t))

M̂(t+ 1)x̂(t+1)x̂(t)πx̂(t)(Ê(t))

=
πx̂(t0)(E(t0))

πx̂(tf )(E(tf ))
·

tf−1∏
t=t0

πx(t+1)(E(t))

πx̂(t)(Ê(t))

=

tf−1∏
t=t0

πx(t+1)(E(t))

πx̂(t+1)(Ê(t+ 1))

=

tf−1∏
t=t0

πx(t+1)(E(t))

πx(t)(E(t))
. (8.50)
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To arrive at the third line, we used relation (8.46). Equation (8.50) will be the starting
point to derive different types of path-ensemble averages and fluctuation theorems in the
next subsection.

Usually the stationary distribution πx(E(t)) is given by the equilibrium distribution of
the canonical ensemble,

πx(E(t)) =
exp (−βEx(t))∑
x′ exp (−βEx′(t))

= exp (βF (t)− βEx(t)) , (8.51)

where β = 1/(kBT ), Ex(t) is the energy of state x at time t, and F (t) is the free energy

F (t) = −kBT ln
∑
x′

exp (−βEx′(t)) . (8.52)

Equation (8.50) then becomes

P ([x]|x(t0) = x0)

P ([x̂]|x̂(0) = xf )
=

tf−1∏
t=t0

exp
(
βF (t)− βEx(t+1)(t)

)
exp

(
βF (t)− βEx(t)(t)

)
= exp

(
−β

tf−1∑
t=t0

[
Ex(t+1)(t)− Ex(t)(t)

])
= exp (−βQ ([x])) , (8.53)

where Q ([x]) =
∑tf−1

t=t0

[
Ex(t+1)(t)− Ex(t)(t)

]
is the total heat exchange with the reservoir,

when the system changes its state from x(t) to x(t+ 1).

8.6.2 Examples of path-ensemble averages and fluctuation theo-
rems

We consider a function f([x]) that depends on a path [x] of the system. The average of
f([x]) over the ensemble of paths is

〈f〉[x] =
∑
[x]

ρx0 (t0)P ([x]|x(t0) = x0) f([x]). (8.54)

Using equation (8.50), we find

〈f〉[x] =
∑
[x]

ρx0 (t0)

tf−1∏
t=t0

πx(t+1)(E(t))

πx(t)(E(t))
P ([x̂]|x̂(t0) = xf ) f([x])

=
∑
[x]

ρx0 (t0)

ρ̂xf
(t0)

tf−1∏
t=t0

πx(t+1)(E(t))

πx(t)(E(t))
ρ̂xf

(t0)P ([x̂]|x̂(t0) = xf ) f([x])

=

〈
f
ρx0 (t0)

ρ̂xf
(t0)

tf−1∏
t=t0

πx(t+1)(E(t))

πx(t)(E(t))

〉
[x̂]

. (8.55)
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This is one of the most general forms of a path-ensemble average. If the path x and the
inverse path x̂ are started in equilibrium, ρx0 (t0) = πx0(E(t0)) and ρ̂xf

(t0) = πxf
(E(tf ))

and therefore

〈f〉[x] =

〈
f

tf−1∏
t=0

πx(t+1)(E(t))

πx(t+1)(E(t+ 1))

〉
[x̂]

. (8.56)

If πx(E(t)) is given by (8.51), we find

〈f〉[x] =

〈
f

tf−1∏
t=0

exp
(
βF (t)− βEx(t+1)(t)

)
exp

(
βF (t+ 1)− βEx(t+1)(t+ 1)

)〉
[x̂]

=

〈
f exp

(
β

{
F (t0)− F (tf ) +

tf−1∑
t=0

[
Ex(t+1)(t+ 1)− Ex(t+1)(t)

]})〉
[x̂]

= 〈f exp (β {F (t0)− F (tf ) +W ([x])})〉[x̂] , (8.57)

where W ([x]) is the work performed on the system by the external perturbation W ([x]) =∑tf−1
t=t0

[
Ex(t+1)(t+ 1)− Ex(t+1)(t)

]
. Usually f is replaced by f exp (−βW ([x])) leading to

〈f exp (−βW ([x]))〉[x] = 〈f exp (−β∆F )〉[x̂] , (8.58)

with ∆F = F (tf ) − F (t0). Equation (8.58) is a convenient and useful relation [294] that
connects averages over the forward and the backward paths.

For f = 1, equation (8.58) becomes

〈exp (−βW ([x]))〉[x] = exp (−β∆F ) . (8.59)

This is the well known Jarzynski non-equilibrium work relation [295], which is closely
connected to relations known as integral fluctuation theorems in literature [296]. Usually
the Jarzynski relation is derived from elementary statistical physics. It connects the free
energy difference of two equilibrium states to the total work performed on the system while
the system evolves along the paths. It can be used to determine free energy differences in
experiments (see e.g. [297–299]). The Jarzynski theorem is also valid if the final state is a
non-equilibrium steady state even though the free energy F (tf ) is no longer well defined in
non-equilibrium: If one considers F (tf ) to be defined by the configuration sum in equation
(8.52), the Jarzynski relation can still be used [300,301].

Another important relation is derived from (8.58) with f = δ (βW − βW ([x])), where
δ(·) is the Dirac-δ-function that is non-zero if the work along a paths W ([x]) equals a given
value W . One finds

〈δ (βW − βW ([x])) exp (−βW ([x]))〉[x] = 〈δ (βW − βW ([x])) exp (−β∆F )〉[x̂] . (8.60)

Using W ([x]) = −W ([x̂]) this is

p[x] (βW ) exp (−βW ) = p[x̂] (−βW ) exp (−β∆F ) , (8.61)
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where p[x] (βW ) = 〈δ (βW − βW ([x]))〉[x] is the probability to perform the work W on the
forward path, and p[x̂] (−βW ) is the corresponding distribution for the backward path. For
p[x̂] (−βW ) 6= 0, one finds

p[x] (βW )

p[x̂] (−βW )
= exp (βW − β∆F ) . (8.62)

Relation (8.62) connects the work distribution of the forward path to the backward path.
Often (8.62) is also rewritten in terms of the dissipated work or the change in entropy [296,
302–307]. Because it allows a decrease in entropy with a small probability, it was incorrectly
referred to as a relation that allows the violation of the second law of thermodynamics
with a certain probability [302,303]. Equation (8.62) or similar ones have also been tested
experimentally [308–310].

Finally, we want to derive a relation which connects a non-equilibrium distribution
ρ

(neq)
x (t) to the distribution πx(E) in equilibrium. We assume an ensemble of paths [x] that

start in states x0 with probabilities given by πx0(E(t0)) and end in non-equilibrium states
x(tf ). Using (8.50), we find

ρ(neq)
xf

(tf ) =
∑

[x] with x(tf )=xf

πx0(E(t0))P ([x]|x(t0) = x0)

=
∑

[x̂] with x̂(t0)=xf

πx0(E(t0))P ([x̂]|x̂(t0) = xf )

tf−1∏
t=t0

πx(t+1)(E(t))

πx(t)(E(t))

=
∑

[x̂] with x̂(t0)=xf

πxf
(E(tf ))P ([x̂]|x̂(t0) = xf )

tf−1∏
t=t0

πx(t+1)(E(t))

πx(t+1)(E(t+ 1))

= πxf
(E(tf ))

〈
tf−1∏
t=t0

πx(t+1)(E(t))

πx(t+1)(E(t+ 1))

〉
[x̂], x̂(t0)=xf

. (8.63)

The non-equilibrium distribution is therefore related to the distribution that an equilibrium
system would have at the same time. If πx(E) is given by (8.51), one finds

ρ(neq)
xf

(tf ) = πxf
(E(tf ))

〈
tf−1∏
t=t0

exp
(
βF (t)− βEx(t+1)(t)

)
exp

(
βF (t+ 1)− βEx(t+1)(t+ 1)

)〉
[x̂], x̂(t0)=xf

= πxf
(E(tf )) 〈exp (β {−∆F +W ([x])})〉[x̂], x̂(t0)=xf

= πxf
(E(tf )) exp (−β∆F ) 〈exp (βW ([x]))〉[x̂], x̂(t0)=xf

, (8.64)

i.e., the non-equilibrium distribution is connected to the equilibrium distribution via the
work performed on the paths into the non-equilibrium (see also [294]).
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8.6.3 Colloidal motion in potentials with phasonic drift: a non-
equilibrium system

In sections 8.3 and 8.5.3, where we introduced the random trap model, we showed that
the natural distribution to determine the dynamics of a single colloid in quasicrystalline
or random potentials is the probability density P (Vm, t) to find the colloid at time t in
a minimum with a depth within [Vm, Vm + dVm]. To calculate path-ensemble averages
for such a system, we therefore consider the states x to be the positions of the minima,
whose actual depths Vm(x, t) correspond to the energies Ex(t) that change in time due
to a phasonic drift. The probability ρx(t) is replaced by P (Vm(x, t), t) and the thermal
equilibrium distribution πx(E(t)) is the asymptotic stationary distribution P (stat)(Vm(x, t))
as determined in equation (8.39). Note, P (stat)(Vm(x, t)) is given for a canonical ensemble
in thermal equilibrium, however, it does not have the form of a conventional Boltzmann
distribution, because Vm(x, t) is the depths of a minimum and not the actual potential
energy of the colloid. The external perturbation that drives the system out of equilibrium
is realized by a phasonic drift or other time-dependent phasonic displacements.

We find the following path-ensemble averages: First, the probabilities for a forward
path compared to a backward path have to fulfill the relation [cf. equation (8.50)]

P ([x]|x(t0) = x0)

P ([x̂]|x̂(t0) = xf )
=

tf−1∏
t=t0

P (stat)(Vm(x(t+ 1), t))

P (stat)(Vm(x(t), t))
(8.65)

=

tf−1∏
t=t0

Vm(x(t), t)

Vm(x(t+ 1), t)

ρ(Vm(x(t+ 1), t))

ρ(Vm(x(t), t))
eβ[Vm(x(t+1),t)−Vm(x(t),t)],

where for the stationary distribution equations (8.39) and (8.34) were used and ρ(Vm) is
the distribution of the depths of the local minima in the potential (see section 3.3.3).

Second, a path-ensemble average over some function f ([x]) is given by [cf. equation
(8.56)]

〈f〉[x] =

〈
f

tf−1∏
t=t0

P (stat)(Vm(x(t+ 1), t))

P (stat)(Vm(x(t+ 1), t+ 1))

〉
[x̂]

(8.66)

=

〈
f

tf−1∏
t=t0

Vm(x(t+ 1), t+ 1)

Vm(x(t+ 1), t)

ρ(Vm(x(t+ 1), t))

ρ(Vm(x(t+ 1), t+ 1))
eβ[Vm(x(t+1),t)−Vm(x(t+1),t+1)]

〉
[x̂]

.
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Finally, we find a relation for a non-equilibrium distribution [cf. equation (8.63)]:

P (neq)(Vm(xf , tf ), tf ) = P (stat)(Vm(xf , tf ))

〈
tf−1∏
t=t0

P (stat)(Vm(x(t+ 1), t))

P (stat)(Vm(x(t+ 1), t+ 1))

〉
[x̂], x̂(t0)=xf

=

〈
tf−1∏
t=t0

KVm(x(t+1),t),Vm(x(t+1),t+1)

〉
[x̂], x̂(t0)=xf

P (stat)(Vm(xf , tf ))

with KV0,V1 =
V1

V0

ρ(V0)

ρ(V1)
eβ[V0−V1]. (8.67)

In figure 8.14 we already plotted examples for P (neq)(Vm(xf , tf )) in a system with a constant
phasonic drift. According to equation (8.67), these distributions are connected to the
(known) equilibrium distribution P (stat)(Vm) by a factor that can be calculated if a large
number of paths towards the non-equilibrium steady state is known.

The path-ensemble averages presented here are still quite complicated. In principle,
it is possible to check these relations with simulations. However, since some paths that
have to be included in the path-ensemble average occur with a very small probability, it
is almost impossible to simulate a sufficient large number of paths for such a test. For the
future, it would be interesting to determine the path-ensemble for explicit quantities such
as the diffusion constant as defined in (8.20). This should also give useful relations for
predicting such quantities even in the non-equilibrium.

8.7 Summary and Outlook

We studied the Brownian motion of an ensemble of single colloidal particles in the decago-
nal potential and compared it to the motion in a regular square and a random square
potential. While Brownian motion is naturally treated in equilibrium, we started the en-
semble of single Brownian particles from a non-equilibrium distribution and monitor how
they reach thermal equilibrium. Brownian dynamics simulations clearly show that after a
fast relaxation into local potential minima, the particles in the random square and decago-
nal potential pass a wide-stretched subdiffusive regime and then enter thermal equilibrium
when they start to exhibit normal diffusive motion. While the mean-square displacement
as a function of time looks qualitatively the same for both potentials, the temporal evo-
lution of the mean potential energy reveals some differences which we explained by the
different distributions for the depths of the potential minima.

Furthermore, we developed a random trap model based on the probability distribution
P (Vm, t) of finding a particle in a trap with depth Vm. It agrees with the results from the
Brownian dynamics simulations, especially the temporal evolution of the average potential
energy with its characteristic features is reproduced. While an analytic formula derived
within the random trap model only approximates the long-time diffusion constant found
in the Brownian dynamics simulations, the analytically given time scale on which the
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particle relaxes into the diffusive state fits very well to the simulations. Finally, our model
clearly identifies that normal diffusion is reached when P (Vm, t) approaches its stationary
distribution which corresponds to thermal equilibrium. While conventional treatments of
Brownian motion use a positional distribution p(x, y, t), we here introduced an alternative
approach that is easier to treat and that might be applicable to other systems where
Brownian motion in an external potential is studied.

If a phasonic drift is applied to the decagonal potential, the colloids no longer reach the
thermal equilibrium. However, in the long-time limit, a non-equilibrium steady state of
enhanced diffusion is found. The phasonic drift also induces a colloidal drift that for small
temperatures and slow phasonic drifts is determined by the motion of the local minima.
However, for large phasonic drift the direction of this colloidal motion is reversed.

Finally, Brownian particles in decagonal potential with phasonic drift can be used as
a model system to study general properties of systems far from equilibrium. We derived
some path integral relations that are applicable to our concrete system.

Since single colloids already show a surprising dynamics, we expect the collective motion
of many particles in a decagonal potential without or even with a phasonic drift to exhibit
a lot of interesting features, concerning, e.g., the dynamics of induced phasonic flips or
the collective drift behavior. One can also think of studying the dynamics and ordering of
colloids driven over a decagonal potential (cf. works for driven particles in periodic systems,
e.g. [48, 49,311]).

A central question for atomic quasicrystals is: How does the dynamics of the constituent
particles on the surface of a quasicrystal affect its growth and how is the growth process
influenced by phasonic fluctuations? Certainly, the diffusion constant is an important
quantity that determines the speed with which new particles find optimal positions on
the surface. We demonstrated here that phasonic drifts enhance diffusion. We expect a
similar behavior for phasonic fluctuations. To elucidate the role of phasonic fluctuations,
it is also important to clarify the microscopic details of how quasicrystals grow. recent
literature reports evidences that single particles first form clusters and then stick to the
surface [312,313].



136 Chapter 8. Brownian particles in a decagonal potential



137

Chapter 9

Conclusions

Colloidal particles in light fields created by interfering laser beams are a very useful model
system to study the ordering and dynamics of particles on quasicrystalline substrates such
as atoms on the surface of a quasicrystal. With the help of Monte-Carlo and Brownian
dynamics simulations, we studied a two-dimensional charge-stabilized colloidal suspension
in external potentials with quasicrystalline symmetries in one- and two-dimensions. We
also developed theoretical models and compared their results to the simulations.

The one-dimensional potential consists of two modulations, whose wavelengths differ
by a factor of τ , where τ =

(
1 +

√
5
)
/2 ≈ 1.618 is the number of the golden ratio. The

two-dimensional potential possesses decagonal symmetry and can be realized in experiment
by five interfering laser beams.

In both cases, for weak potentials, a triangular or liquid phase occurs depending on
the strength of the particle interactions and their density. An interesting and unexpected
phase behavior was found when the strength of the substrate potential increases and the
triangular phase has compete with the destabilizing symmetry of the substrate. In the
one-dimensional quasicrystalline potential the colloidal density modulations lock to one of
the potential modulations while ignoring the other and therefore rhombic ordering can be
observed. We explained the occurrence of such a phase with a refined Landau-Alexander-
McTague theory. In the decagonal potential and for low particle densities, a quasicrystalline
phase is stable with a surprising twenty-fold bond orientational order. On the other hand,
at large particle densities, i.e., when the number of colloids exceeds the number of avail-
able minima in the substrate potential, no apparent bond orientational order was found.
Furthermore, in two narrow ranges of densities, we identified structures that are reminis-
cent to Archimedian tilings. Finally, for very large potential strengths a quasicrystalline
phase with ten bond directions was observed in decagonal laser fields, whereas colloids
in the one-dimensional potential assemble in lines given by the potential wells. Since the
ratio of number densities in neighboring wells usually is irrational due to their different
depths, periodic ordering along the lines is not possible. Therefore, the one-dimensional
quasicrystalline potential destroys any periodic ordering. However, the resulting phase
is not necessarily liquid. By using Brownian dynamic simulations, we found a transition
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into a solid-like frustrated state at large particle interactions, where neighboring rows of
particles cannot pass each other.

Furthermore, we studied the Brownian motion of single colloids on a decagonal sub-
strate. From Brownian dynamics simulations and a random trap theory we found that
initially the particle exhibits subdiffusional motion over several decades in time until it
crosses over to pure diffusion in the long-time limit. We demonstrated that this subdiffu-
sion is due to a temporally extended relaxation process towards thermal equilibrium. We
compared the simulated behavior to Brownian motion in random potentials and developed
a random trap model, from which we calculated the crossover time and the asymptotic
diffusion constant analytically.

A big advantage of studying colloidal suspensions in quasicrystalline laser fields is that
phasonic displacements, gradients, and drifts can be applied to the substrate potential by
manipulating the phases of the laser beams in time accordingly. Phasons are unique to
quasicrystals. Like phonons they are hydrodynamic modes, i.e., global excitations that do
not change free energy in the long-wavelength limit. We demonstrated that phasonic drifts
in the substrate potential induce phasonic flips in the colloidal monolayer. Secondly, a pha-
sonic gradient or drift stabilizes the Archimedean-like tiling. Thirdly, if a constant phasonic
drift is applied to a laser field while observing the Brownian motion of a single particle, the
system never relaxes to thermal equilibrium. Instead, it reaches a non-equilibrium steady
state which displays an enhanced diffusive transport. By varying the velocity of the pha-
sonic drift, the non-equilibrium motion is controlled in a well-defined manner. Therefore,
our system is very interesting for studying properties of the non-equilibrium. We presented
some path-ensemble relations for future investigations.

In summary, a rich phase behavior was found for a colloidal monolayer on quasicrys-
talline substrates. New unexpected phases occur when the strengths of the colloidal in-
teraction and the substrate potential are comparable. Studying dynamic aspects revealed
novel phenomena such as a frustrated phase in a one-dimensional quasicrystalline potential
or a subdiffusion to diffusion crossover for Brownian particles in laser fields with decagonal
symmetry. We demonstrated how phasonic displacements, gradients, or drifts of the sub-
strate affect the colloidal monolayer. This work also contributes to the understanding of
the ordering and dynamics of adatoms on the surface of quasicrystals and therefore helps to
establish the basis for many new applications such as the development of quasicrystalline
catalysts or new wear-resistant materials.
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[93] M. Rex and H. Löwen, Lane formation in oppositely charged colloids driven by an
electric field: Chaining and two-dimensional crystallization, Phys. Rev. E 75, 051402
(2007).

[94] J. Fornleitner and G. Kahl, Lane formation vs. cluster formation in two-dimensional
square-shoulder systems - A genetic algorithm approach, Eur. Phys. Lett. 82, 18001
(2008).

[95] P. E. Wolf and G. Maret, Weak Localization and Coherent Backscattering of Photons
in Disordered Media, Phys. Rev. Lett. 55, 2696 (1985).

[96] G. Maret and P. E. Wolf, Multiple light scattering from disordered media. The effect
of brownian motion of scatterers, Zeitschrift fr Physik B Condensed Matter 65, 409
(1986).

[97] S. Fraden and G. Maret, Multiple Light Scattering from Concentrated Interacting
Suspensions, Phys. Rev. Lett. 65, 515 (1990).

[98] G. Maret, Multiple Light Scattering Illuminates Colloid Interaction, Physics World
5, 24 (1992).

[99] G. Maret, Diffusing Wave Spectroscopy, Current Opinion in Colloid and Interface
Science 2, 251 (1997).

[100] M. Störzer, P. Gross, C. Aegerter, and G. Maret, Observation of the critical regime
near Anderson localization of light, Phys. Rev. Lett. 96, 063904 (2006).

[101] D. Rudhardt, C. Bechinger, and P. Leiderer, Direct measurement of depletion po-
tentials in mixtures of colloids and non-ionic polymers, Phys. Rev. Lett. 81, 1330
(1989).



148 Bibliography

[102] C. Bechinger, D. Rudhardt, P. Leidererm, R. Roth, and S. Dietrich, Understanding
depletion forces beyond entropy, Phys. Rev. Lett. 83, 3960 (1999).

[103] H. H. von Gruünberg, L. Helden, P. Leiderer, and C. Bechinger, Measurement of sur-
face charge densities on Brownian particles using total internal reflection microscopy,
J. Chem. Phys. 114, 10094 (2001).

[104] C. Hertlein, L. Helden, A. Gambassi, S. Dietrich, and C. Bechinger, Direct measure-
ment of critical Casimir forces, Nature 451, 172 (2008).

[105] K. Zahn, G. Maret, C. Ruß, and H. H. von Grünberg, Three-Particle Correlations in
Simple Liquids, Phys. Rev. Lett. 91, 115502 (2003).

[106] M. Brunner, J. Dobnikar, H. H. von Grünberg, and C. Bechinger, Direct measurement
of three-body interactions, Phys. Rev. Lett. 92, 078301 (2004).

[107] J. Dobnikar, M. Brunner, H. H. von Grünberg, and C. Bechinger, Three-body inter-
actions in colloidal systems, Phys. Rev. E 69, 031402 (2004).

[108] C. Bechinger and H. H. von Grünberg, Wenn drei Körper mehr sind als drei Paare,
Physik Journal 11, 33 (2004).

[109] C. Russ, M. Brunner, C. Bechinger, and H. H. von Grünberg, Three-body forces at
work:three-body potentials derived from triplet correlations in colloidal suspensions,
Eur. Phys. Lett. 69, 468 (2005).

[110] D. Reinke, H. Stark, H. H. von Grünberg, A. B. Schofield, G. Maret, and U. Gasser,
Noncentral Forces in Crystals of Charged Colloids, Phys. Rev. Lett. 038301, 98
(2007).

[111] M. Reichert and H. Stark, Hydrodynamic coupling of two rotating spheres trapped in
harmonic potentials, Phys. Rev. E 69, 031407 (2004).

[112] S. Martin, M. Reichert, H. Stark, and T. Gisler, Direct Observation of Hydrodynamic
Rotation-Translation Coupling between Two Colloidal Spheres, Phys. Rev. Lett. 97,
248301 (2006).

[113] H. Stark, Immer in Bewegung bleiben: Die sonderbare Welt der kleinen Reynolds-
Zahlen, Physik Journal 11, 31 (2007).

[114] R. Dreyfus, J. Baudry, M. L. Roper, M. Fermigier, H. A. Stone, and J. Bibette,
Microscopic artificial swimmers, Nature 437, 862 (2005).

[115] E. Gauger and H. Stark, Numerical study of a microscopic artificial swimmer, Phys.
Rev. E 74, 021907 (2006).

[116] P. J. Lu and P. J. Steinhardt, Decagonal and Quasi-Crystalline Tilings in Medieval
Islamic Architecture, Science 315, 1106 (2007).



Bibliography 149

[117] M. A. Bravais, Memoirs sur les systemes formes par des point distribues regulierement
sur un plan ou dans l’espace, J. Ec. Polytech. (Paris) 33, 1 (1850).

[118] H. Wang, Proving theorems by pattern recognition II, Bell Systems Tech. J. 40, 1
(1961).

[119] R. Berger, The undecidability of the domino problem, Memoirs Amer. Math. Soc 66,
72 (1966).

[120] R. M. Robinson, Undecidability and nonperiodicity of tilings in the plane, Inv. Math.
12, 177 (1971).

[121] R. Penrose, The role of aesthetics in pure and applied mathematical research, Bull.
Inst. Math. Appl. 10, 266 (1974).

[122] D. Levine and P. J. Steinhardt, Quasicrystals: A New Class of Ordered Structures,
Phys. Rev. Lett. 53, 2477 (1984).

[123] X. Zeng, G. Ungar, Y. Liu, V. Percec, A. E. Dulcey, and J. K. Hobbs, Supramolecular
dendritic liquid quasicrystals, Nature 428, 157 (2004).

[124] E. Macia, The role of aperiodic order in science and technology, Rep. Prog. Phys.
69, 397 (2006).

[125] X. Wu, S. W. Kycia, C. G. Olson, P. J. Benning, A. I. Goldman, and D. W. Lynch,
Electronic Band Dispersion and Pseudogap in Quasicrystals: Angular-Resolved Pho-
toemission Studies on Icosahedral Al70Pd21.5Mn8.5, Phys. Rev. Lett. 75, 4540 (1995).

[126] P. A. Thiel and J. M. Dubois, Quasicrystals: Electrons in a strange sea, Nature 406,
570 (2000).

[127] E. Rotenberg, W. Theis, K. Horn, and P. Gille, Quasicrystalline valence bands in
decagonal AlNiCo, Nature 406, 602 (2000).

[128] S. Martin, A. F. Hebard, A. R. Kortan, and F. A. Thiel, Transport Properties of
Al65Cu15Co20 and Al70Ni15Co15 Decagonal Quasicrystals, Phys. Rev. Lett. 67, 719
(1991).

[129] B. Passaro, C. Sire, and V. G. Benza, Anomalous diffusion and conductivity in oc-
tagonal tiling models, Phys. Rev. B 46, 13751 (1992).

[130] S. Takeuchi, H. Iwanaga, and T. Shibuya, Hardness of quasicrystals, Jpn. J. Appl.
Phys. 30, 561 (1991).

[131] R. Mikulla, J. Stadler, F. Krul, H. R. Trebin, and P. Gumbsch, Crack Propagation
in Quasicrystals, Phys. Rev. Lett. 81, 3163 (1998).



150 Bibliography

[132] S. Takeuchi and T. Hashimoto, Plastic Deformation of Al-Pd-Mn Icosahedral Qua-
sicrystal, Jpn. J. Appl. Phys. 32, 2063 (1993).

[133] E. Yablonovitch, Inhibited Spontaneous Emission in Solid-State Physics and Elec-
tronics, Phys. Rev. Lett. 58, 2059 (1987).

[134] Y. S. Chan, C. T. Chan, and Z. Y. Liu, Photonic Band Gaps in Two Dimensional
Photonic Quasicrystals, Phys. Rev. Lett. 80, 956 (1998).

[135] A. Della Villa, S. Enoch, G. Tayeb, V. Pierro, V. Galdi, and F. Capolino, Band
Gap Formation and Multiple Scattering in Photonic Quasicrystals with Penrose-Type
Lattice, Phys. Rev. Lett. 94, 183903 (2005).

[136] W. Man, M. Megens, P. J. Steinhardt, and P. M. Chaikins, Experimental measure-
ment of the properties of icosahedral quasicrystals, Nature 436, 993 (2005).

[137] N. G. de Bruijn, Algebraic theory of Penrose’s nonperiodic tilings of the plane I,
Nederl. Akad. Wetensch. Indag. 43, 39 (1981).

[138] N. G. de Bruijn, Algebraic theory of Penrose’s nonperiodic tilings of the plane II,
Nederl. Akad. Wetensch. Indag. 43, 53 (1981).

[139] L. Levitov and J. Rhyner, Crystallography of quasicrystals;application to icosahedral
symmetry, J. Phys. 49, 1835 (1988).

[140] S. E. Burkov, Enforcement of matching rules by chemical ordering in the decagonal
AlCuCo quasicrytal, Phys. Rev. B 47, 12326 (1993).

[141] R. Klitzing, M. Schlottmann, and M. Baake, Perfect matching rules for undecorates
triangular tilings with 10-, 12- and 8-fold symmetry, Int. J. Mod. Phys. B 7, 1455
(1993).

[142] M. Duneau and A. Katz, Quasiperiodic Patterns, Phys. Rev. Lett. 54, 2688 (1985).
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acceptance probability, 47
acceptance rate, 47
acceptance region, 17, 30, 39
adatom, 41
aggregation, 9
Alexander-McTague theory, see Landau-

Alexander-McTague theory
algorithm, see Brownian dynamics simula-

tion or Monte-Carlo simulation
Ammann tiling, 16
amorphous, 14
angular correlation function, see orientational

correlation function
annealed disorder, 115
anomalous diffusion, see subdiffusion or su-

perdiffusion
antifereromagnet, 78
aperiodic, see locked non-periodic phase, qua-

sicrystal, or quasicrystalline 1D po-
tential

application, 14, 41
Archimedean tiling, 89–93, 94, 98, 100–101
artificial swimmer, 12
asymptotic diffusion constant, 115–117, 119
asymptotic diffusive regime, 112, 116, 121,

125
AT, see Archimedean tiling
atomic cloud, 41–42
attractive interaction, 9

ballistic motion, 106, 123–125
band structure, 14
base vector, 31
beam, 10, 22
BEC, see Bose-Einstein-condensate
billiard, 107

binary mixtures, 12, 103
biological examples, 107
Boltzmann factor, 46
bond angle, 58, 59, 82
bond orientational correlation function, see

orientational correlation function
bond orientational order parameter, 58, 81
Bose-Einstein-condensate, 41
boundary condition, 48–51
box size, see simulation box size
Bragg-peak, 14, 19
brittleness, 14
Brownian dynamics simulation, 43–46, 75–

78, 87
Brownian dynamics step, 45–46
Brownian motion, 9, 43–45, 105–135
Burgers vector, 57

caging, 107
canonical ensemble, 46, 47, 130
catalyse, 41
center of mass, 76, 125
center of symmetry, 25, 27, 34, 36
charge, see surface charge
charge-stabilized suspension, 9–10
circular frequency, 23
circumcircle, 29
classification of (quasi-)crystals, see crystal-

lographic classification
cluster, 9
colloidal drift, 123–125
colloidal interaction, 9
colloidal suspension, 9–10, 96
commensurate potential, 60, 61, 63, 75
complex conjugate, 57
conductance, 14
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configuration sum, 131
confinement, 107
construction of quasicrystals, 15–18
continuous phase transition, 65, 77
continuous solution, 9
control parameter, 55, 73
correlation function, see orientational corre-

lation function, pair correlation func-
tion, or positional correlation func-
tion

corrosion-resistance, 41
Coulomb potential, see screened Coulomb

potential
counter ion, 9, 96
critical point, 65
crossover time scale, 76, 115–117, 119
crowding, 107
crystallization, 12, 135
crystallographic classification, 18–19, 39
crystals, see crystallographic classification
curvature, 78
cutoff distance, 51

Debye screening length, see screening length
Debye-Waller correlation function, see posi-

tional correlation function
decagonal phase, 59, 68, 83, 84, 86
decagonal potential, 6, 27–29, 49
decagonal symmetry, 16, 27
defect, see disclination or dislocation
defect-mediated melting, see KTHNY the-

ory
deflation, 15
deflection of light rays, 10
degeneration, 29, 78
Delaunay triangulation, 29
dense, 19, 36
density, 73, 81
density functional theory, 55–56, 64–66
density variation, 53, 63, 72
depletion forces, 12
depths distribution, 27, 108

Derjaguin-Landau-Verwey-Overbeek interac-
tion, 9

detailed balance, 47, 129
diameter, see radius of a colloid
dielectric constant, 10, 11, 51
dielectric particle, 11
diffraction pattern, 19
diffusion constant, see asymptotic diffusion

constant or free diffusion constant
diffusion constant, definition, 44, 106, 113
diffusion equation, 106
diffusive regime, see asymptotic diffusive re-

gime
dimer, 11
direct correlation function, one-dimensional,

see pair correlation function
direct correlation function, two-dimensional,

96
direction of a colloidal drift, see colloidal

drift
direction of a phasonic displacement, see pha-

sonic displacement
direction of a phasonic drift, see phasonic

drift
Dirichlet tessellation, 29
disclination, 57
discretized Langevin equation, 45
dislocation, 57
disorder parameter, 77
disordered phase, see high-symmetry phase

or liquid
disordered substrate, 60
displacement, see phasonic displacement or

phonon
dissipated work, 132
dissociation, 58
distance cutoff, 51
distance to nearest neighbors, 29, 71, 117
distances, distribution of, see pair correla-

tion function
distribution of minima depths, see depths

distribution
DLVO interaction, 9
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domain, 82, 89, 97, 101
drift of colloids, see colloidal drift
drift of phasonic phase, see phasonic drift
dual pattern, 29

Einstein relation, 44, 111
elastic constant, 59, 66, 73
elastic free energy, 59, 66
electric field, 11
electronic properties, 14
energy barriers, 48
enthalpy, 48
entropy change, 132
equilibrium, see asymptotic diffusive regime,

detailed balance, or surrounding me-
dium

equilibrium distribution, 119, 128, 130, 132
equilibrium starting conditions, 121–123
ergodic, 47, 77
excluded-volume interaction, 10
experimental results, 6, 79, 96–97, 121
experimental setup, 22, 25
external perturbation, 128, 131
external potential, see decagonal potential,

quasicrystalline 1D potential, ran-
dom square potential, or regular
square potential

Fibonacci chain, 17, 21, 79, 91, 100
Fibonacci numbers, 20, 39, 49
Fibonacci series, 20
film, 41
finite horizon, 107
finite-size effect, 51, 80
first-order phase transition, 55, 56, 65
fitness function, 48
flip, see phasonic flip
floating phase, 60, 67
flow, 135
fluctuation, 57, 65, 67, 87
fluctuation theorem, 128–134
foam, see honeycomb billiard
forward path, see path

Fourier series, 31, 54, 72
Fourier transformation, 18, 31, 54, 72
Fourier-Laplace transformation, 106
fractional diffusion equation, 106
Frank constant, 59
free diffusion constant, 44, 106
free energy, see elastic free energy or free

energy expansion or free energy in
a canonical ensemble

free energy expansion, 31, 54, 63, 65, 72
free energy in a canonical ensemble, 130
free enthalpy, 48
freezing, see laser-induced freezing
friction constant, 43, 51
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genetic algorithm, 48
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glass, 12, 77, 107
glassy dynamics, see glass
global Monte-Carlo step, 48
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94, 125
grand canonical potential, 55
growth of quasicrystals, 135

hard sphere interaction, 10
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ergy
heat bath, 43, 128
heat exchange, 130
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hexatic phase, 57, 59
high-density case, 81, 86–93
high-symmetry phase, 53, 77
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material, 42
honeycomb billiard, 107
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hopping model, see random trap model
horizon, 107
hydrodynamic interactions, 12
hydrodynamic modes, 31–32
hydrogen, 41

icosahedral, 14
ideal gas, 56
incommensurate potential, 60, 80
index of refraction, see refraction
indexing, 39–40
individual, 48
inertia, 45
infinite horizon, 107
integral fluctuation theorem, 131
intensity, see potential strength
interaction, see DLVO interaction
interaction free energy, 56
interference pattern, 22–27
inverse density, see density
inverse screening length, see screening length
irrational slope, 17
Ising model, 11
isotropic phase, see high-symmetry phase or

liquid

Jarzynski non-equilibrium work relation, 131
jump duration, see waiting time
jump length, see step length
jump model, see random trap model
jump rate, see transition rate

Kosterlitz-Thouless-Halperin-Nelson-Young
theory, see KTHNY theory

Kramer’s rate, 116
Kronecker symbol, 31, 54
KTHNY theory, 56–60, 66

Lévy walk, 106
Landau-Alexander-McTague theory, 53–55,

63–64, 71–75
lane formation, 12
Langevin equation, 43–46
Laplace transformation, 106, 115

laser beam, 10, 22

laser induced melting, 66

laser intensity, see potential strength

laser interference pattern, see interference
pattern

laser potential, see decagonal potential, qua-
sicrystalline 1D potential, random
square potential, or regular square
potential

laser-induced freezing, 62

laser-induced melting, 62–63, 65, 67

lattice spacing, see lengthscale or particle
spacing

lattice vector, 18, 31, 31, 54, 56, 58, 63, 69,
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length scale, 27, 28, 39, 46, 49, 51, 109

light field, see decagonal potential, interfer-
ence pattern, quasicrystalline 1D po-
tential, random square potential, or
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light ray, 10

light scattering, 12

light-induced freezing, see laser-induced freez-
ing

light-induced melting, see laser-induced melt-
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Lindemann parameter, 76

liquid, 53, 57, 59, 83, 86

liquid-crystal, 42

local minima depths distribution, see depths
distribution

local minima positions, see positions of local
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locked non-periodic phase, 75–78

long-range order, 13, 17, 82

long-ranged correlation, see orientational cor-
relation function or positional corre-
lation function

long-time limit, see asymptotic diffusive regime

Lorentz gas, 107

low-density case, 81, 83–86

low-symmetry phase, 53, 77
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Markovian dynamics, 128
matching rule, 15, 30
mean square displacement, 44, 76, 88, 105,

108, 113, 121, 125
mean square distance of nearest neighbors,

76
melting, see density functional theory,

KTHNY theory, Landau-Alexander-
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melting temperature, 59, 66
Mersenne Twister, 46, 48
metallic atom, 41
methanol, 41
Metropolis algorithm, see Monte-Carlo sim-

ulation
micro-rheology, 12
micrograph, 79, 98
micron-sized particle, 9, 10
microscopy, see video microscopy
minima depths distribution, see depths dis-

tribution
minima positions, see positions of local min-

ima
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modified Lindemann parameter, 76
modified random trap model, 125–128
modulated liquid, 62, 63, 71, 74–78
modulation vector, 69
molecular motor, 107
momentum relaxation time, 45
Monte-Carlo simulation, 46–48, 69–71, 83–

93
Monte-Carlo step, 47, 48
multiple scattering of light, 12

nearest neighbor, see Delauney triangulation,
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non-commensurate potential, see incommen-

surate potential

non-equilibrium distribution, 125, 127, 132,
134

non-equilibrium starting conditions, 108
non-equilibrium statistics, 128–134
non-equilibrium steady state, 125, 128, 131,

134
non-ergodic, 77
non-linear optical quasicrystal, 42
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potential

non-sticky material, 41
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number of nearest neighbors, 29, 113, 117
number of the golden ratio, see golden ratio
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one-dimensional potential, see periodic 1D
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opening angle, 23, 25
optical matter, 9–12
optical potential, see decagonal potential,
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optical tweezing, 10–11
optomagnetic trap, 41
order parameter, 47, 48, 53, 55, 58, 63, 69,

77, 81
ordered phase, see decagonal phase, locked
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entational order parameter
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pair correlation function, 56, 65, 94
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pentagonal phase, 68, 69, 73
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tial
pentagonal symmetry, 15
pentahedratic phase, 57, 59
periodic, see translational symmetry
periodic 1D potential, 61–67
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periodic boundary condition, see boundary

condition
phase diagram, 63, 65, 71, 74, 83, 86–89
phase of laser beam, 25, 32, 33
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phase diagram
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phasonic displacement, 32–37, 99–100
phasonic drift, 37, 101, 123–128
phasonic flip, 30, 99
phasonic gradient, 37, 99, 101
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phonon, 31–32
photon, 10
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point pattern, 70, 76, 85, 86, 88, 100
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Pott model, 11
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pseudo-gap, see gap
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quenched disorder, 78, 115
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random kicks, 45, 45
random number distribution, 45
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random thermal forces, see thermal force
random trap model, 113–121, 125–128
rate equation, 113, 114
rate theory, see random trap model
rational approximation, 48–49
ray optics, 10
rearrangement, 99–100
reciprocal lattice, 19
reciprocal lattice vector, see lattice vector
reciprocal space, 19, 54, 72
recombination, 48
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screened Coulomb potential, 9
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simulation, see Monte-Carlo simulation or
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single-file diffusion, 76, 107
slope, 17, 78
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spin glass, 78
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stationary distribution in non-equilibrium,
see non-equilibrium steady state
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step duration, 46, 106
step length, 46, 106, 114, 117
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sticky, see non-sticky material
Stokes’s law, 43
Stokes-Einstein relation, 44, 111
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structure factor, 41, 56, 65, 96
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subdiffusion, 106, 111
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temperature, 43, 51, 67, 73
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medium
thermal force, 44, 45
thermal random kicks, see random kicks
three-particle interaction, 12
tiling, 15
time reversal, 129
time scale, see crossover time scale
time-reversed path, 129
transition rate, 113, 116
transition rate theory, see random trap model
translational correlation function, see posi-

tional correlation function
translational order parameter, 55, 57, 63,

69, 81
translational symmetry, 13
trapping time, see waiting time
triangular phase, 32, 53, 55, 59, 62, 63, 69,

73, 83, 86
triangular potential, 11
trimer, 11
tweezing, see optical tweezing
two-dimensional direct correlation function,

96
two-dimensional potential, see decagonal po-

tential, random square potential, or
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unbinding transition, 58

van der Waals interaction, 9
velocity of a colloidal drift, see colloidal drift
velocity of a phasonic drift, see phasonic drift
video microscopy, 121
violation of the second law, 132
Voronoi diagram, 29

waiting time, 106, 113
wave vector, see lattice vector
wear-resistance, 41
white noise, 44
Wigner-Seitz cell, 29
work, 131
work relation, 131

Yukawa potential, see screened Coulomb po-
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zigzag channel, 107
zigzag motion, 125
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Zusammenfassung

Quasikristalle sind nicht periodische Festkörper, die trotzdem eine weitreichende Ordnung
besitzen. In einige Eigenschaften unterscheiden sich Quasikristalle wesentlich von perio-
dischen Kristallen. So sind in zweidimensonalen periodischen Strukturen nur 1-, 2-, 3-,
4- oder 6-zählige Rotations-Symmetrieachsen erlaubt, wo hingen in Quasikristallen zum
Beispiel auch 5- oder 10-fache Symmetrien vorkommen können. Eine andere Besonder-
heit von Quasikristallen sind die sogenannten Phasonen. Dabei handelt es sich wie bei
Phononen um hydrodynamische Moden, d.h. globale Umordnungen, die im Grenzfall langer
Wellenlängen nicht mit einer Erhöhung der freien Energie einhergehen [2, 3]. Die Fragen,
wie Phasonen tatsächlich in Erscheinung treten und welche Eigenschaften oder Auswirkun-
gen sie haben, sind Gegenstand der aktuellen Forschung und vieler Diskussionen [4]. Seit
einigen Jahren wird zunehmend auch die Anlagerung von Atomen an quasikristallinen
Oberflächen erforscht. Insbesondere die Struktur der sich bildenden Monolagen wird in-
tensiv untersucht [5–19]. Ziel dieser Arbeiten ist es, den Wachstumsprozess sowie die ein-
zigartigen Materialeigenschaften von Quasikristallen verstehen und beeinflussen zu können.

Kolloidale Suspensionen bestehen aus Teilchen mit einem Durchmesser im Mikometer-
Bereich, die in einer Flüssigkeit dispergiert sind. Da die Teilchenwechselwirkung sehr
genau gesteuert werden kann und da es möglich ist, die Positionen sowie die Bewegungen
der Teilchen per Video-Mikroskopie experimentell zu beobachten, sind Kolloide ein sehr
beliebtes Modellsystem zur Erforschung und Beschreibung atomarer Prozesse. In einem
Laserfeld wirkt auf Kolloide eine Kraft in Richtung der höchsten Intensität. Deshalb
lassen sich mit Laserstrahlen ausgezeichnet äußere Potentiale für Kolloidsysteme erzeugen.
Interessiert man sich also, unabhängig von chemischen Details, für Strukturen und Bewe-
gungen von Teilchen auf Substraten, so eignen sich kolloidale Suspensionen in Laserfeldern
sehr gut als Modellsystem. Im Falle von quasikristallinen Laserfeldern lassen sich außer-
dem durch Veränderung der Phasen der Laserstrahlen phasonische Verschiebungen oder
Gradienten erzeugen und deren Auswirkungen auf die Teilchen untersuchen.

In dieser Arbeit betrachten wir die Struktur und Dynamik von Kolloiden in quasikristalli-
nen Potentialen. Die Bewegung der Kolloide ist dabei auf eine Ebene begrenzt. Schmelzen
in zwei Dimensionen ist besonders interessant, da es in einem zweistufigen Prozess statt-
findet, bei dem schrittweise erst die Positionsordnung und dann die Orientierungsordnung
verschwindet [21–27]. In externen Potentialen kann ein sehr komplexes Phasenverhalten
beobachtet werden. So kann mit einem Potential, welches in eine Richtung konstant und
in die andere Richtung kommensurabel periodisch moduliert ist, eine stabile zwei dimen-
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sionale Dreiecksordnung induziert werden [28]. Wie wir in dieser Arbeit zeigen, tauchen
in quasikristallinen Laserfeldern weitere, unerwartete Phasen auf, wobei sich auch das
Phasenverhalten allgemein von dem in periodischen Potentialen unterscheidet.
Zunächst untersuchen wir Kolloide in einem eindimensional quasikristallinen Potential,
welches in eine Richtung konstant und in die andere Richtung durch zwei Modulationen,
deren Wellenlängen sich um τ 2 unterscheiden, geben ist. Dabei ist τ = (1+

√
5)/2 ≈ 1, 618

die Zahl des goldenen Schnittes. Mit Monte-Carlo-Simulationen finden wir, abhängig von
der Stärke der Teilchenwechselwirkung, eine Dreiecksphase oder eine flüssige Phase in einem
schwachen Potential. Bei mittlerer Laserintensität beobachten wir eine rhombische Pha-
se, bei der die Kolloide sich gemäß einer Modulation periodisch anordnen und gleichzeitig
die zweite Modulation ignorieren. Mit einer speziell entwickelten Variante der Landau-
Alexander-McTague-Theorie kommen wir zu den gleichen Ergebnissen wie in den Simula-
tionen. In sehr starken Potentialen ist keine periodische Struktur mehr vorhanden. Dann
befinden sich alle Teilchen auf Linien in den Potentialminima. Da diese unterschiedliche
Tiefen und Abstände haben, kann das Verhältnis der Teilchendichten in benachbarten Mini-
ma irrational sein, womit eine periodische Anordnung ausgeschlossen ist. Durch Bown’sche
Dynamik-Simulationen weisen wir einen Phasenübergang von einer modulierten Flüssigkeit
bei schwachen Teilchenwechselwirkungen in eine frustrierte, nicht periodische, feste Phase
bei starken Wechselwirkungen nach.
Das zweidimensional quasikristalline Potential, kann experimentell als Interferenzmuster
von fünf Laserstrahlen erzeugt werden. Es hat somit dekagonale Symmetrie. Monte-Carlo-
Simulationen ergeben einen Dreiecksphase oder Flüssigkeit in schwachen Potentialen und
dekagonale Ordnung bei hohen Laserintensitäten. Überraschenderweise gibt es für mittlere
Potentialstärken eine quasikristalline Phase, die sich durch zwanzig Verbindungsrichtungen
zwischen nächsten Nachbarn auszeichnet. Im Falle sehr hoher Dichten jedoch, wenn also
insbesondere mehr Kolloide als lokale Minima vorhanden sind, geht für mittlere Laserin-
tensitäten jegliche Orientierungsordnung verloren. Außerdem tritt in zwei eng begrenzten
Dichtebereichen eine Phase auf, deren Struktur sich durch Archimedische Parketierungen
beschreiben lässt. Desweiteren untersuchen wir den Einfluss von phasonischen Verschie-
bungen und Gradienten und beobachten insbesondere die dadurch erzeugte Umordnung
der Teilchen.
Die Bewegung von einzelnen Teilchen in einem dekagonalen Potential untersuchen wir
mit Hilfe von Brown’schen Dynamik-Simulationen und einer analytischen Theorie, die auf
einer Ratengleichung für die Besetzungswahrscheinlichkeit für Minima einer speziellen Tiefe
basiert. Im asymptotischen Grenzfall sehr langer Zeiten ist die Bewegung immer diffusiv,
für mittlere Zeit jedoch kann sie subdiffusiv sein. Wir zeigen, dass der Übergang von
der Subdiffusion zur Difussion direkt in Zusammenhang mit dem Relaxationsprozess ins
thermische Gleichgewicht steht. Verwendet man ein Potential mit einer mit konstanter
Rate anwachsender phasonischen Verschiebung, so tritt der Übergang zur Diffusion früher
ein und die Diffusionskonstante ist wesentlich erhöht. Das System relaxiert nicht mehr
ins thermische Gleichgewicht sondern gelangt in einen stationären Nichtgleichgewichtszu-
stand. Wir zeigen, dass dieses System deshalb auch als Modellsystem zum Erforschen von
Nichtgleichgewichts-Relationen geeignet ist.
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Teilchen auf quasikristallinen Substraten haben eine interessante Dynamik und ein in vie-
lerlei Hinsicht unerwartetes Phasenverhalten. Wie diese Arbeit zeigt, eignen sich Kolloide
in quasikristallinen Laserfeldern sehr gut um dies genauer zu untersuchen.
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reichen Hinweise und Korrekturvorschläge zu dieser Arbeit haben mir sehr geholfen.

Diese Arbeit wurde am Fachbereich Physik der Universität Konstanz, in der Abteilung
komplexe Fluide des Max-Planck-Institutes für Dynamik und Selbstorganisation in Göt-
tingen und am Institut für Theoretische Physik der Technischen Universität Berlin ange-
fertigt. An all diesen Standorten habe ich ausgezeichnete Arbeitsbedingungen vorgefunden
und bin den entsprechenden Gruppen zu großem Dank für die Unterstützung aber auch
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ich Dr. Axel Fingerle für viele Hinweise in Bezug auf Fluktuationstheoreme. Dr. Mar-
tin Brinkmann und Marcus Schwamberger kümmerten sich um das Computersystem und
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