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Abstract: The random close packing phenomenon has been studied as the densest
absorbing states in models from the universality class of conserved directed percolation.
So far, the dynamic implemented in such models always incorporated a random aspect.
We implement numerically a fully deterministic absorbing state model of soft spheres,
together with a modified, partly random version. For the deterministic model we find
φc = 0.6398(5), β = 0.88(2), ν‖ = 1.29(6) as a first result. We hypothesize that the
deterministic model can be viewed as a limiting case of the modification and that the
unified model resides in the conserved directed percolation universality class.
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1 Introduction

While the mathematically optimal volume fractioni of identical spheres has been proven
[1] to be the crystalline fcc packing density with φc ≈ 0.74, the densest state reached when
compressing spherical objects in the physical world, even at low friction, is a disordered
arrangement.

In experiments—from the earliest studies [2, 3], where the geometrical structure were
extracted by dissecting wax encased packings, to the tomographical analysis of hundreds of
thousands of particles [4]—the maximal volume fraction reached is oftentimes only ∼ 0.64,
which is at 86% of the crystalline density. Computer simulations with frictionless spheres
(e.g. [5, 6, 7]) customary confirm this maximal density.

Further research on the properties of such sphere packings—usually referred to as
random close packed configurations—revealed that they are isostatic, isotropic [8] and
have suppressed long range density fluctuations [9] (are hyperuniform).

In the process of finding a unifying description of various athermal “jamming” transi-
tionsii (which are governed by mechanical quantities: density and stress [10]) with the
glass transition of thermal matter, O’Hern et al. linked [7, 11] random close packing to
the critical point J of the “jamming phase diagram” (cf. e.g. [12, 13]). They found that
a system of soft spheres (point particles with a finite range repulsive potential) can no
longer avoid overlaps if its density is increased past this point [7]. Put succinctly, the
onset of overlapping in a soft sphere system was found to be the onset of jamming.

iNote: In this text the terms “volume fraction”, “packing fraction” and “density” are used interchange-
ably. The concept meant is the quantity φ = 4π

3
( d
2
)3 N

V
, where d is the particle diameter, N the

particle count and V the total volume.
iiExamples: ground coffee jamming in a funnel until the funnel is hit, concrete only flows through a net

if it contains too much water or is vibrated.
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Random organization (RO) [14, 15] is a model that lends itself to the task of studying
this onset of overlaps. In discrete time steps a configuration of spherical particles is
evolved according to a simple relocation strategy, where particles that overlap with
another particle (called active particles) are displaced at random. Thus, the configuration
eventually settles at a constant fraction of active particles (activity).

This fraction might either be zero, so that the dynamic ceases or nonzero. Choosing the
activity as the order parameter, the model has been found to be in the universality class
of conserved directed percolation [16, 17] (referred to as manna class [18]). Furthermore,
it has been shown to share the hyperuniformity property of random close packing [19].

The critical point of random organization however happens at a much lower density
than the random close packing density thus, random organization has been modified
to contain a deterministic component, so that overlaps are reduced more purposefully.
Hereby, random organization based models could recreate jammed configurations [20] and
rephrase random close packing as the densest absorbing states of a manna class absorbing
state model [21, 22]. These models are reffered to as biased random organization (BRO).

This thesis aims to go a step further, and implements a fully deterministic soft sphere
model.

First previous models are discussed in more detail and parameters associated with
random close packing are described and compared to those models (chapter 2). Then the
necessary modifications to construct the deterministic protocol are introduced (chapter 3).
The main results are discussed in chapter 4, the choice of the order parameter used is
discussed in chapter 5. Last, but not least, a modification of the protocol is discussed in
chapter 6.

5



2 Theoretical Background

2.1 Athermal Jamming in dense sphere packings

In a continuous time limit or more precisely a limit of infinitesimal particle displacement,
the protocols to be discussed can oftentimes be viewed as a minimization problem in an
energy landscape where each particle with diameter σ contributes a pair potential of the
form

V (r) =


ε
α

(
1− r

σ

)α
r < σ,

0 r ≥ σ,

that is, overlaps are energetically unfavourable, but particles do not notice each other
apart from overlaps (soft spheres). Even though this limit is not applicable for all
protocols, it has merit to examine the properties of the minimum energy states of such a
potential. The global minimum energy state corresponts to a metastable state, that looks
similar to one in equilibrium, where internal stresses leading to regions with persisting
overlaps have relaxed. At the right density the global mimimum is the crystalline fcc
arrangementiii.

In the protocols however, a state with an asymptotically stable nonzero fraction of
overlapping particles–a state in a local minimum–is possible even for densities below the
crystalline packing density. For instance Milz and Schmiedeberg find a nonzero amount
of overlapping particles above a volume fraction of ∼ 0.63 [20].

In the context of the energy landscape, the states generated by the protocols might
correspond to local minima, reached by a highly irreversible thermodynamic transition
where the system is abruptly reduced in temperature, “quenched”, in a short period of
time.

Numerically, these states can be explored [7, 11] by transitioning a randomly picked
initial state to the nearest minimum in the energy landscape (e.g. conjugate gradient
method). With enough initial states, statistical insight in the state properties of interest
iiiThe global minimum consists of all states without any overlaps.
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can be gathered. It has been found that there are many similarities in these local minima.
An interesting result is that the existence of overlaps in the quenched configurations
depends on density with a critical packing fraction of 0.64 (in three dimensions) parting
regimes with and without overlaps [7].

Of major importance is the result that, setting the packing fraction to its critical value,
the mean number of touching partners per particle Z is equal to the isostatic value, which
is obtained if the number of translational degrees of freedom for all particles and the
number of interparticle contraints balance,

3N =
NZ

2
⇔ Z = 6.

This means that at critical packing fraction, the configuration becomes mechanically
stable. No particle can be moved without developing an overlap with a different particle.
Fitting mechanical stability, simulations have shown that the configurations develop a
bulk and shear modulus at and above critical density [7].

This process, where a system of discrete particles develops traits of a solid under
compactification is referred to as athermal jamming [10].

2.2 Random Organization

A rather basic relocation protocol called random organization [14, 15] chooses to move
particles that share an overlap with other particles (sometimes referred to as active
particles, from here on) at random, e.g. with a displacement vector ~r = ε̃r̂ where
r̂ ∈ S2, ε̃ ∈ [0, ε] uniformly, and ε is a parameter. Overlaps will eventually die out at
low density, while densities above a critical density φc(ε) lead to indefinite dynamics,
where overlaps can never be avoided for all particles at the same time. At long times,
the fraction of active particles approaches a steady value, the configuration becomes
stationary and density fluctuations become depressed. Furthermore, the system becomes
hyperuniform [19].

This can be seen to mark a nonequilibrium phase transition between the subcritical so
called absorbing states, where the dynamic ceases at some point and the supercritical so
called active states with a dynamical large time configuration that exhibits stationary
properties. The critical density depends on the number of particles and on ε and
approaches a well defined value (around 0.2 in three spatial dimensions) in a limit of
low ε and high particle count. The time scale during which states evolve to a steady
or an inactive configuration depends on the density of the system and diverges with a
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critical exponent near the phase transition. Also the long time fraction of active particles
depend on density, varying continuously from 0 at low densities to a nonzero value at
higher densities, with a critical exponent near the phase transition. From the critical
exponents, the model can be attributed to the universality class of conserved directed
percolation [16] (often refered to as the Manna class [18]).

2.3 Modifications to random organization

The random organization model leads to a critical density much lower than the crystalline
density. Random organization can been modified, to entail a deterministic component
that helps moving particles away from each other more purposefully. An important
consideration to be made when designing such a modification is the treatment of clusters
of overlapping particles.

The biased random organization model [21, 22] for instance modifies random organization
by identifying the center of mass of an a cluster of active particles to then move all
particles directly away from the center of mass with a random amplitude. While doing
so, only clusters within predefined regions are considered, overlaps to particles outside of
a region are neglected. Another modification [20] randomly chooses a pair if multiple
candidates are available but makes the relocation such that the particles touch (which
would be completely deterministic, if there could never be more than two particles
touching at the same time).

Both modifications arrive at a critical density of 0.64 and Manna universality, while also
reproducing the hyperuniformity of random organization. The particle configurations
show the properties known from athermal jamming.

While all previous implementationsiv contained some kind of randomness, this thesis
imposes a completely deterministic relocation protocol. This requests, that clusters of
overlapping particles are left intact up to the extreme case of clusters rendered effectively
infinite by means of the periodic boundary conditions. The relocation protocol is inspired
by [20] and [21], it displaces particles relative to the center of mass. Since for such
“infinite” clusters the center of mass is ill defined, they require special treatment in this
protocol.

In a modified model, some randomness is reintroduced, by chopping the system into
smaller parts based on a randomly moving grid, before the clusters search.

ivThat the author is aware of.
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3 The approach and its technicalities

In this chapter, we shall introduce the relocation strategy employed in this thesis and
examine the technical realisation of the protocol.

3.1 Description of the Protocol

Given volume fraction φ, particle count N , maximum step count T and relocation
parameter f (a small positive number) as parameters to the protocol, carry out these
steps:

• As preliminary steps:

– Calculate the particle diameter d = 3

√
6φ
Nπ .

– Place each of the N particles at (x, y, z) ∈ [0, 1] drawn from a uniform
distribution.

• Repeat at most T times, the following steps:

– The protocol stops, in case no active particles remain.

– Otherwise, find clusters of overlapping particles, where overlaps respect bound-
ary conditions (see below).

– For each such cluster, find their center of mass ~R and move each particle in it
from the current position ~r to f · (~r − ~R) + ~R.

– If the cluster percolates (see below), the center of mass calculation becomes
ill defined. In that case, treat particles as inactive, based on a rudimentary
connectedness ranking. Increase the number of ignored particles until the
percolation property no longer applies.
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3.2 Calculating the overlap information

In the unmodified protocol, particles located at ~r and ~s are considered overlapping if
‖~r−~s+~δ‖ < d for ~δ equal to any of

{
(a, b, c) | a, b, c ∈ {0,±1}

}
. This means they overlap

with respect to three dimensional euclidean geometry modified to periodic boundary
conditions in the unit cubic volume. Periodic boundary conditions imply, that opposing
faces of the enclosing cube are essentially considered identified.

A modified version of the protocol, explained in 3.6, allows for some overlap information
to be ignored, effectively chopping the system into smaller subvolumes before detecting
the clusters.

There are
(
N
2

)
= O(N2) pairs of particles, which means that computing performance

would be impaired, if each pair would have to be checked individually. The implementation
circumvents unnecessary comparisons, by employing a cell list. The enclosing volume is
considered to consist of n3, n = b1/dc equally sized cubic cells, and for each cell, a list
of references to the particles it contains is maintained throughout the simulation. The
size of the cells is 1/n ≥ d, ensuring, that only particles in neighboring cells can have an
overlap. At the same time, particles in the same cell can still have a distance of more
than d. When checking for particle overlaps, for each of the cells, pairs within itself
and between itself and half of its neighbors v need to be checked. Since the number of
comparisons for each cell only depends on the number of particles in the cell and in its
neighbors cell, this brings the number of comparisons down to O(N).

3.3 Detecting clusters

Treating the overlap information as a graph, where vertices represent particles and edges
represent the interparticle relation of overlapping, a cluster is defined as a connected
component of the graph. In the implementation, the graph is represented by its adjacency
matrix. Memory usage can be optimized here, since such a matrix, for a nondirected
graph, unweighted graph, is symmetric, and only has entries equal to 0 or 1, where in
this case, the majority of entries are 0 (the matrix is sparse).

veach cell can check the 9 cells below it, the 3 cells left of it and the 1 cell behind it, and consequently
is checked by the 9 cells above, 3 cells to the right and 1 cell before it itself, warranting all pairs be
checked
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Figure 3.1: Particles sorted into clusters of overlapping particles. Some clusters “wrap
around” due to the imposed periodic boundary conditions. The cluster on the right perco-
lates. Each particle is labeled by an arbitrary identifier for its cluster.

The algorithm used to find connected components in the graph is a breadth first search
(cf. e.g. [23]). Starting at an arbirary vertex, the search reaches any other vertex only, if
it can reach it by visiting neighbors of vertices recursively. By this means, each vertex can
be flagged to belong to a certain connected component. Figure 3.1 shows an examplary
sorting in two dimensons.

Since it is necessary to iterate through the neighbors of a vertex it suggests itself to
represent the adjacency matrix by a list where the i-th item is the list of indices of
the neighbors of the i-th vertex. This representation ignores a possible optimization
via the symmetric property of the adjacency matrix. Each edge would only need to be
represented once, but since both of the vertices have all of their neighbors listed, it is
represented twice. This is intentional, else the implementation would need to calculate
the missing neighbors by effectively calculating a transpose of the matrix. The breadth
first search has a time complexity of O(N), as the amount of neighbors for each vertex
can be assumed to be O(1).
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3.4 Dealing with percolating clusters

Having sorted all points into a cluster, the next step of the protocol is to go through
each of the clusters, calculate their center of mass and then relocate all of its particles
relative to that center of mass. Interpreting the employed periodic boundary conditions,
it becomes possible for a cluster to overlap with its periodic repeat. If that happens,
the cluster essentially fills all of space, the center of mass becomes ill defined and the
cluster is said to percolate. The right side of figure 3.1 shows a percolating cluster in two
dimensions.

In order to determine whether a cluster satisfies the percolation property, we first choose
one of the three associated pairs of faces of the confining cube. Then we determine
what subclusters the cluster would decompose to, if the periodicity orthogonal to these
faces would be dropped, i.e. if edges in the overlapping graph would be dropped that
correspond to pairs of particles overlapping across the pair of faces. The original cluster
could only have percolated, if any of these subclusters connects both faces. If such a
subcluster is found, it is searched for a pair of particles that would overlap if the opposing
faces are identified again. If no such subcluster is found, the procedure is repeated for
the other two pairs of faces.

If a cluster does indeed percolate, we choose to relocate the particles of some of its
subclusters. The algorithm to determine these subclusters consists of the following steps.

• Weight the particles by their cumulative overlapping depth vi.

• Ignore the particle with the least weight, that is, remove edges connecting it to
other particles in the graph representing the overlap information.

• Calculate whether the removal of the adjacency information has caused the perco-
lating cluster to split up.

• Calculate for each of the subclusters of the current cluster whether it is still
percolating.

• Repeat these steps until the percolation property is no longer found in any subclus-
ter.

• Apply the relocation strategy of finding the center of mass and relocating all
particles belonging to the cluster relative to that center of mass to all new found
subclusters.

vifor a particle at ~r, this is
∑

i(d−‖~r− ~ri‖), where the sum cycles through all particles overlapping with
that particle
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A percolating cluster and consequently also the time it takes to detect its subclusters is
of size O(N). The number of particles to be ignored cannot realistically be assumed to
be O(1), which brings the time complexity of the reduction algorithm to above O(N).
This means that the approach might not be able to investigate at large enough N , to
give statistically sound insight.

3.5 Calculating the center of mass and relocating the particles

Having found all active particles and the non-percolating clusters they belong to, the
remainder of the step is to actually relocate the particles. This is done in three steps. In
a first step, all particle coordinates are translated to R3 coordinates, so that particles
that overlap by means of the periodic boundary condition overlap in flat space. In a
second step, the center of mass ~R with respect to these coordinates is computed, the
relocation

~r 7→ f · (~r − ~R) + ~R

is applied to each of the particles the cluster consists of, and in the third step, the
coordinate is translated back to the unit volume again.

The translation to R3 coordinates happens through a breadth first search. For a particle
located at ~r = (x, y, z), any newly visited overlapping particle located at ~s = (x′, y′, z′) is
moved

~s 7→

x′

y′

z′

+

rd(x− x′)

rd(y − y′)

rd(z − z′)

 , rd(x) := sign(x) ·
⌊
|x+ 1

2 |
⌋
, (rounding)

i.e. it is moved by a distance ∈ Z3, such that it overlaps with the particle at ~r with
respect to the euclidean metric. By the time the breadth first search has finished, each
particle thus overlaps in euclidean R3 with the particles it overlaps with according to the
adjacency matrix.

The backtranslation happens by discarding the integer part:x

y

z

 7→

x− bxc
y − byc
z − bzc

 .

13



3.6 Modification: The chopped case

Other than the previosly mentioned modifications to the random organization model, the
deterministic model does not artificially chop clusters of overlapping particles into smaller
parts (of only O(2) particles per cluster). A modification to the deterministic model is
introduced, in order to reintroduce and investigate on the influence of this feature. To
this end, a new parameter C, is introduced. It controls the lengthscale of the chopping.
In the limit of infinite C, the deterministic model should be recovered.

Changes to the relocation step

Before the coordinates of each particle are backtranslated, every particle is dislocated by
the same random displacement vector. The vector is drawn from a uniform distribution
in [0, 1]3, once each step. This modification would not have any effect on the original
model.

Changes to the overlap information

Particles located at ~r and ~s are only considered to be overlapping, if

bM · ric = bM · sic , ∀i ∈ {1, 2, 3} , M = max
(
1,

⌊
1

Cd

⌋)
.

This means the volume is considered to be chopped into M3 parts of size 1
M ≥ C · d,

i.e. each part is of the size of at least C particles.

In order to distinguish the different dynamic protocols, the latter is referred to as the
“chopped” case and the former as the “percolating” one.
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4 Critical exponents of the percolating case

To examine the behavior of the protocol we analyse the properties of an order parameter
as a function of time, where time is the product of the relocation parameter and the
simulation step count. The order parameter chosen is the medianvii of σ := d−‖~r−~s‖viii

for all distinct overlapping pairs located at ~r and ~s, referred to as the median overlap. In
all following graphs, the overlap is measured in units where d = 2.

As a first step simulation parameters are varied to explore finite size effects.

4.1 Tuning the simulation parameters

From fig. 4.1 we see that the median overlap becomes independent from the relocation
parameter f once this parameter becomes smaller than a certain threshold. For these
simulations φ = 0.62 is chosen as the density parameter near the expected critical density.
While for f < 0.005 the overlap approaches zero at t ∼ 300ix, for larger f , the overlap
approaches a constant, nonzero value that varies with f .

This means that for larger f the system enters supercritical behavior (overlaps never
extinct) at lower densities and the critical density would be underestimated when using
an f parameter within this range. At larger f , particles are moved further distances,
which can make it impossible for some overlaps to be resolved.

The relocation parameter cannot be reduced indefinitely, however, as the required step
count to reach a certain time point is inversely proportional to f . Thus, we choose
f = 10−3 for future calculations, as this value is well within the regime where simulation
outcomes behave coherent, but still allows for some computational performance.

viiFor the percentile definition in use see chapter 5
viiid = 3

√
6φ
Nπ

, particle diameter
ixroughly halfway between 100 and 1000 on a logarithmic scale
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Figure 4.1: Median overlap as a function of time for various relocation parameters. For
each relocation parameter, 16 different random starting configurations are plotted. The
system has 300 particles and a density of 0.62.

In figure 4.2 we explore the influence of the particle count N on the time dependency of
the overlap. For three different density values below the expected critical density and
one value above it, we show curves for eleven different N . While the behavior is erratic
for N = O(10), the behavior for N & 50 already shows much similarity to the N = 103

case. At N ≥ 350, the behavior within 16 runs is already mostly consistent.

For N ≥ 50 dynamics can behave supercritical in the case the N = 1000 case behaves
subcritical. Thus, the critical density would be underestimated if N is chosen too low.
The frequency of these aberrations increase if the density is closer to the expected critical
value. While it is necessary to choose density values close to the expected critical density
to examine the critical behavior, the outcome of simulations at or very close to this
density can therefore be trusted less.

This means that the curves near to the critical density can be improved in accuracy by
either decreasing f or increasing N . This apparent correlated influence of f and N on the
is plausible: the amount of particle diameters a particle is moved within a step is ∼ f

N1/3 .
Within a certain range, the larger this number, the higher the probability that a new
overlap is created by the relocation.

To choose a good N, f set, two features of the σ(t) curve that are most important for
the critical exponent analysis in the next section:

φ < φc: The time point τ at which the curve reaches σ = 0 (and by definition would stay
at 0 indefinitely after).

φ > φc: The overlap value at large times σ∞.
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Figure 4.2: Median overlap as a function of time for various numbers of particles and
densities. For each pair of density and particle number 16 different random starting con-
figuration are plotted. The relocation parameter is 10−3 in all cases.
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While the value of τ depends very little on N , its spread does. If the density is restricted
to φ < 0.635, for the given data at f = 10−3, the spread is acceptable if N > 350.

The given data indicates that σ∞ would need a much larger maximal step count. The
value does not depend much on N .

Considering all this, we choose N = 400 for future calculations and refrain from
calculations at density values inside of the interval (0.635, 0.645).

4.2 Calculating critical exponents

To calculate the critical exponents we run multiple simulations through a range of densities
around 0.64 at N = 400 and f = 0.001. For each density, six curves for different random
starting configurations are simulated. We compare the calculated critical exponents to
the BRO critical exponents [21, 22]. The exponents ν‖ and β are also compared to the
exponents found for conserved directed percolation in 2D and 3D systems as shown in
[20]. This comparation is shown in table 4.1.

Figure 4.3 shows the averaged curves for all simulated densities within the range
0.4 ≤ φ ≤ 0.75. In order to extrapolate the critical behavior of the order parameter
depending on time σ(t) ∼ t−ξ we fit this function to the curves at the two bordering
densities and calculate the geometric mean

σ(t;φc) =
√
σ(t;φc − ε) · σ(t;φc + ε).

The resulting ξ value compares well with the BRO value (cf. table 4.1).

σ∞(φ) ∼ (φ − φc)
β is calculated by averaging the last 10 time units (corresponding

to 104 simulation steps) for 0.64 ≤ φ ≤ 0.7. The outcome then is averaged within the
density and the standard deviation of this average is treated as uncertainty for the fit.
The data is shown in figure 4.4. The calculated critical exponent β barely agrees with 3D
Manna value. The critical density φc = 0.6396(5) agrees excellently with the expected
critical density (cf. table 4.1).

The slight discrepancy of the fitted β to the Manna value is likely due to undersampling.
The fit takes place at 2 degrees of freedom, as only the longest running simulations have
been used, which are computationally quite expensive. It would also be important to
sample closer to the critical density. For this to be possible the simulation parameters
would need to be recalibrated.
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Figure 4.3: Median overlap as a function of time for various densities. The relocation
parameter is 0.001 and the particle count is 400. For each density, the time dependency is
averaged for six random starting configurations. Also shown an extrapolation to criticality.

Alternative to measuring σ∞ by an average of σ at large t values, σ∞ could be extrapo-
lated by fitting an exponential decay

σ(t) = σ∞ +O
(

exp
(

−t

τ̄(φ)

))
,

possibly allowing for shorter simulation duration.

This would also allow for an alternative calculation for ν‖, by interpreting τ̄(φ) as a
relaxation timescale of the system that behaves

τ̄(φ) ∼ (φ−φc)
−ν‖ .

As τ(φ) ∼ (φc − φ)−ν‖ , we define the first point in time where σ(t) becomes zero. This
time point is extracted for all densities between 0.6 and 0.64 and averaged within the
density, while the standard deviation of this average is treated as uncertainty for the fit.
The data is shown in figure 4.5. While φc = 0.6399(5) agrees with the value from the
previous fit, ν‖ fits does not fit the 3D, but the 2D Manna value (cf. table 4.1).

The discrepancy in this fit is likely due to the large uncertainty in determining the value
of τ near the critical density. Figure 4.5 shows that the relative error in τ increases quite
a bit (while not exceeding 1) when the critical density is approached. Improving the
accuracy of the τ estimate, can be done by sampling more curves at the same density,
and by decreasing f .
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Figure 4.4: Median overlap in a large time limit σ∞ with an empirical power law fit. The
data is averaged for 6 random starting configurations, the error bars indicate the standard
deviation for this average. The relocation parameter is 10−3, particle count is 400. The
density is constrained below 0.71 to capture near critical behavior. For densities below
0.64, the limit median overlap is 0 per definition, therefore this data is excluded.

Put together, the model shows a continous dynamic phase transition at a critical density
that agrees with the random close packing density in three dimensions. The universality
class could not be fully determined.
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Figure 4.5: Simulation duration τ as a function of density with an empirical power law
fit. The data is averaged for 6 random starting configurations, the error bars indicate
the standard deviation for this average. The relocation parameter is 10−3, particle count
is 400. The density is constrained to above 0.57 to capture near critical behavior. For
densities above 0.64 we found τ

f = T independent of T , therefore this data is excluded.

Table 4.1: Critical behavior of the percolating model in this thesis compared to liter-
ature values. φc is given as a mean from the two different ways it was estimated. The
numbers for the BRO case are taken from [21, 22], the Manna critical exponents are
taken from [20]. ξ, the power law approach to zero of the order parameter at criticality is
missing in [20]. The values for ν‖ and β are given without uncertainty in [21].

ν‖ β ξ φc

Thesis 1.29(6) 0.88(2) 0.802(1) 0.6398(4)

BRO 1.08 0.84 0.7(1)
3D: 0.640(1)
2D: 0.905(2)

Manna 3D 1.08(3) 0.84(2)
Manna 2D 1.23(3) 0.639(9)
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5 Choosing the order parameter

Past random organization modifications (cf. e.g. [20] and [21, 22]) customary chose the
fraction of active particlesx as the order parameter. The thesis, however, chooses the
median overlap.

Figure 5.1 shows the activity as a function of time for 0.4 ≤ φ ≤ 0.75, together with
τ(φ) for φ < φc. The behavior of the activity as a function of time generally shows a
(roughly) monotonic increase towards 1 followed by a monotonic decrease, either towards
zero (for φ < φc) or towards a nonzero constant(for φ > φc). Quite clearly, τ(φ), if
defined as the time point where the activity for a given φ reaches 0 for the first time,
could be extracted from this data as well.

The equivalent of σ∞(φ) for φ > φc, i.e. the activity at large times, for the present data
would however be quite imprecise. To improve accuracy, further investigation with a
larger particle count and at least one order of magnitudes higher maximum step count
would be necessary. Having established in the previous chapter that the median overlap
behaves more consistent, we are presented with a natural choice.

Additionally, Figure 5.2 shows statistics of the overlap at each time step for a repre-
sentative simulation which was done at N = 600, f = 10−3 and φ = 0.6. The statistical
quantities shown are the quartiles, an outlier range of 1.5×IQR together with the amount
of outliers. Also shown is the activity.

The percentile definition used was

P(p; x) = xi + (p− i
n) · n · (xi+1 − xi) , i = min(n− 1, bnpc),

where x = (x0, . . . , xn) is a sorted list of the instances of the quantity the percentile
is to be computed for. For instance P(0;σ) = σ0 and P(1;σ) = σn are minimum and
maximum overlap, while P(12 ;σ) is the regular median, i.e.

P(12 ;σ) =


σi n even, i = bn2 c

σi+1+σi

2 else.
xthat is, particles that overlap with at least one other particle
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Figure 5.1: Activity (fraction of active particles) as a function of time for various densi-
ties. The relocation parameter is 10−3, the particle number is 400. The data shown is the
average over 6 simulations per density value. The dashed lines indicate τ(φ) if it exists.

We see that there are a minimum of roughly 5% outliers throughout the whole simulation.
Hence, the median overlap instead of the mean overlap as the order parameter is favourable.
Since the activity is high (> 90% until very shortly before the simulation ends), the
overlap is quite well defined statistically.

Moreover the range of the overlap values narrow at large times, indicating qualitatively
the formation of uniform interparticle distances.

Figure 5.2 also highlights that the maximum overlap shows an exponential dependency
on the step count t

f until a certain point in time. This is a finite size effect: The largest
overlap is due to a specific pair of particles, that continues to be the closest pair until a
certain time.

With each step the protocol takes, the distance of these two particles is multiplied by

1 + f . As a result their distance depends exponentially on time, d− max(σi) ∼ (1 + f)
t
f

(cf. section 3.5). The pair continues to be the closest pair only until the dynamic of
the system starts to produce overlaps of the same size. In fact, fitting the exponential
law to curves corresponding to different initial states shows a strong dependency of the
proportionality factor of the initial state.
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pairs that qualify as outliers. The labeled fit of the overlap maximum continues to fit until
t = f , the rest of the data is merely cut out for visibility.
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6 Contrasting to the “chopped” case
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Figure 6.1: Median overlap as a function of time, in the chopped case for various C and
various densities. The relocation parameter is 10−4, the particle number is 103. For each
pair of parameters φ and C, 4 different random initial configurations are averaged. Also
shown (green) is the data for the unmodified model.

We now examine the modified “chopped” case, which reintroduces some randomness to
the model by deliberately rejecting overlaps based on a randomly moving grid. Figure 6.1
shows the median overlap for various C, φ pairs. Since the computation efficiency is
largely dominated by the cluster sizes and is heavily reduced if a percolating cluster is
split up, the modified model computes much faster. It is however also quite susceptible
to finite size effects, which is why f = 10−4 and N = 103 were chosen.

The large C behavior quickly becomes consistent with the unmodified case, as would be
expected. Qualitatively, low C curves show the same φ dependency as the percolating
case curves, allowing to assume that a low C “chopped” model produces the same critical
exponents.
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Figure 6.2: Fraction of active particles as function of time, in the chopped case for var-
ious C and various densities. The relocation parameter is 10−4, the particle number is
103. For each pair of parameters φ and C, 4 different random initial configurations are
averaged. Also shown (green) is the data for the unmodified model.

While the median overlap data limits towards the percolating case, the activity does not
necessarily follow. Figure 6.2 shows the activity for various C, φ pairs at f = 10−4, N =

103 together with the percolating case data for f = 10−3, N = 400. It remains unclear
whether this trend is a finite size effect. To resolve this, more tests need to be executed,
especially at smaller f and much larger maximal time.
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7 Conclusion and Outlook

The thesis implemented an absorbing state model with a completely deterministic dynamic.
It was able to show that the critical point happens at a packing fraction of ≈ 0.64. The
critical behavior could be characterized by three critical exponents. The universality
class could not be fully determined. However, first results indicate, that this class is the
Manna class.

A modification of the model was implemented, where the dynamic was made partly
random by introducing an artificial length scale. There are grounds for the supposition,
that in limiting the length scale towards large values, the modified version recovers the
deterministic model. In order to prove this, the large time limit remains to be treated
with more detail.

Furthermore, inspecting the physical properties of the particle configurations at criticality
would allow to identify whether the densest absorbing states of the model are jammed
configurations. Testing should be done for hyperuniformity, isotropy, isostaticity and a
power law decay of interparticle gaps [8, 9].

Additional modifications of the model could lead to a better understanding of the
influence of randomness on the phase transition and the configuration properties.

Lastly, the presence of a deterministic absorbing state manna class model could help to
calculate an exact value of φc.
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